
HAL Id: hal-03874153
https://sciencespo.hal.science/hal-03874153

Submitted on 27 Nov 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Regulation with Experimentation: Ex Ante Approval,
Ex Post Withdrawal, and Liability
Emeric Henry, Marco Loseto, Marco Ottaviani

To cite this version:
Emeric Henry, Marco Loseto, Marco Ottaviani. Regulation with Experimentation: Ex Ante Ap-
proval, Ex Post Withdrawal, and Liability. Management Science, 2022, 68 (7), pp.5330-5347.
�10.1287/mnsc.2021.4164�. �hal-03874153�

https://sciencespo.hal.science/hal-03874153
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Regulation with Experimentation:

Ex Ante Approval, Ex Post Withdrawal, and Liability∗

Emeric Henry† Marco Loseto‡ Marco Ottaviani§

June 24, 2021

Abstract

We analyze the optimal mix of ex ante experimentation and ex post learning for the dy-

namic adoption of activities with uncertain payoffs in a two-phase model of information diffu-

sion. In a first pre-introduction phase, costly experimentation is undertaken to decide whether

to adopt an activity or abandon experimentation. In a second stage following adoption, learn-

ing can continue possibly at a different pace while the activity remains in place; the withdrawal

option is exercised following the accumulation of sufficiently bad news. We compare from

a law and economics perspective the performance of three regulatory frameworks commonly

adopted to govern private experimentation and adoption incentives: liability, withdrawal, and

authorization regulation. Liability should be preempted to avoid chilling of activities that gen-

erate large positive externalities, consistent with the preemption doctrine. Liability should be

used to discourage excessive experimentation for activities that generate small positive exter-

nalities. Authorization regulation should be lenient whenever it is used, consistent with the

organization of regulation in a number of areas ranging from product safety to antitrust.
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doctrine.
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1 Introduction

The COVID-19 crisis has turned the spotlight on the question of drug regulation. The need for

a vaccine has fueled the debate between those who favor ex ante regulation relying on rigorous

randomized control trials versus the camp supporting faster approval and the use of ex post regu-

lation based on real-world evidence (Angus 2020). Beyond drugs, frameworks for regulating the

introduction of risky products vary across industries. While the average delay from pre-clinical

testing to FDA approval is twelve years for drugs and three to seven years for medical devices

(Van Norman 2016), the U.S. Federal Aviation Administration (FAA) authorized the Boeing 737

MAX following a series of tests that lasted less than two years. Why is it easier for an aircraft

manufacturer to have an airplane certified to fly than for a drug company to have a drug approved?

For airplane safety regulation the threat of significant liability (post market introduction) seems to

play a more systematic role than the stringency of ex ante approval (pre market introduction).

Meanwhile in digital markets, as competition concerns have been mounting, the opportunity

of shifting to ex ante regulation is gaining momentum. Scott-Morton et al.’s (2019) Stigler Report

and the Furman Review (2019) propose the creation of a digital agency that would set ex ante

rules to regulate potentially anti-competitive and harmful practices by firms that dominate these

markets. The new rules would serve as a substitute for ex post antitrust enforcement, where

liability currently plays a key role especially in the US. As stated in the Furman Review, the idea

is to move “from a purely ex post approach towards ex ante monitoring and enforcement of a

clearer and more detailed set of rules.”1

This paper analyzes the law and economics of regulation of private activities with uncertain

social returns, such as new drugs or business practices in digital markets. We focus on the follow-

ing three regulatory frameworks—including both ex ante and ex post interventions—that evolved

over the course of the twentieth century, as decision rights were gradually transferred from judges

to modern-day regulatory agencies (see Glaeser and Shleifer, 2003):

• Liability was the first form of regulation to appear, mostly through litigation. The threat of

liability affects ex post withdrawal decisions by firms, but also shapes ex ante incentives for

product introduction.

• Withdrawal regulation, granting the power to order withdrawal of unsafe products from the

market, was the next regulatory tool to emerge. Like liability, withdrawal is also an ex post

instrument, but shapes ex ante decisions differently.

1See Cabral (2021) for further discussion.
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• Authorization regulation eventually appeared with the establishment of regulatory agencies

(FDA for drugs in 1906, FAA for airline safety in 1958, and EPA for environmental projects

in 1970). Agencies were empowered to authorize market introduction as well as to order ex

post withdrawal following the accumulation of sufficiently bad news.

To compare the performance of these regulatory frameworks from a positive and normative

perspective, we formulate a novel and tractable two-stage model with ex ante experimentation

and ex post learning. First, a phase of ex ante experimentation with market research and testing

takes place prior to market introduction. This initial experimentation is carried out in a rather con-

trolled environment, for example through carefully monitored randomized controlled trials.2 In

the ex ante experimentation phase, the decision is eventually taken to abandon experimentation or

to enter the market. Second, in the ex post learning phase after market introduction, learning con-

tinues often in a less controlled way and at a different pace, possibly leading to a final withdrawal

decision following the accumulation of sufficiently bad news.

Section 2 sets the stage by formulating the decision-theoretic first-best benchmark (planner

solution) of our continuous-time model with discounting. Public information is accumulated in

the form of a Wiener process whose drift depends on a binary state of the world, either good or

bad, corresponding to the social desirability of the activity. In the first (ex ante) phase, information

arrival results from costly experimentation. Decision payoffs are collected only in the second (ex

post) stage after the activity is implemented; the payoff of the planner is positive in the good state

vG
p > 0 and negative in the bad state vB

p < 0. In the second stage, information arrives at a possibly

different speed from the first stage, but now with no direct cost.

As shown in Section 2.1, the planner solution strikes an optimal balance between ex ante

testing and ex post surveillance:

• The ex post phase corresponds to a bandit problem, where the planner chooses between a

safe arm (withdraw) and a risky arm (continue undertaking the activity). If the belief q about

the state being good—the state variable representing the posterior belief summarizing all

information at each point in time—becomes sufficiently low, q≤ z∗, the planner withdraws.

• The ex ante phase is a generalized Wald (1945) problem, characterized by an experimen-

tation cutoff s∗ and an adoption cutoff S∗.3 The planner abandons (rejects) the project as

soon as the belief q falls below s∗, and implements the activity (adopts) as soon as the belief

reaches S∗. The social planner collects information for beliefs between these two cutoffs

q ∈ (s∗,S∗).
2More generally, theoretical research and “dry bench” experiments have similar features.
3This is not a standard Wald problem since the adoption payoff is state dependent.
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In practice, firms control the experimentation process. The incentives of the firm are typically

misaligned with the planner. In particular, the firm does not suffer the full social damage in

the bad state and does not necessarily recoup the full social benefits in the good state. Absent

regulation, the payoff collected by the firm in the second phase is v f , independent of the state, with

0 < v f ≤ vG
p . The firm thus generates a positive externality eG = vG

p − v f on the rest of society

in the good state, a key parameter in our analysis. If unregulated, the firm would immediately

introduce the product and never withdraw.

The role of regulation is to align private and social incentives by shaping the experimentation

(s), adoption (S), and withdrawal (z) decisions. The second part of the paper analyzes the effec-

tiveness of three regulatory forms used to control these decisions: liability (with penalties imposed

in case the state is bad), ex post withdrawal (ordered by a judge or regulator), and authorization

regulation (whereby a regulator ex ante approves market introduction and then controls ex post

withdrawal).

Section 3.2 examines liability, understood as a liability rate charged per unit of time of market

presence in the ex post stage when the state is bad, so that the flow payoff of the firm in the

bad state becomes v f −L. This liability is strict, i.e., it does not depend on proof of negligence

or intent. Without externality in the good state (eG = 0), the first best is achieved by a liability

rule requiring the firm to fully compensate for the whole social damage in the bad state, because

incentives are then perfectly aligned in both states. However, when the externality is positive

(eG > 0), the planner should commit to being more lenient than under full liability.

Adjusting the liability L, the planner can induce the firm to withdraw at any standard z.4 In

particular the planner could choose the liability rate L̂ that induces first-best withdrawal z∗. This

requires the payoff of the firm in the bad state to be decreased to L̂ in such a way that the ratio of

private to social payoffs is the same in both states. Thus, when liability is set at L̂, the firm obtains

lower profits than the planner in both states. As a consequence, the firm has lower incentives to

experiment and withdraws too early compared to the planner. The firm also attaches less value

to information and thus introduces too early. Moving away from L̂ clearly increases welfare—the

first-order gain in ex ante incentives trumps the ex post loss (of second order given that L̂ induces

the optimal withdrawal).5

4Garber (2013) presents evidence that product liability resulted in the withdrawal of the drug Benedictin in 1983

as well as of a number of vaccines during the 1980s and 1990s.
5Whether the optimal liability should be set above or below L̂ depends on the tradeoff between the conflicting

effects on experimentation and approval. If the initial belief q is low, encouraging experimentation is most pressing,

so it is optimal for the planner to be more lenient. If q is high, the planner should instead be tougher to discourage

early approval.
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Section 3.3 turns to withdrawal regulation, understood as a commitment to withdraw the first

time the belief reaches standard z. To appreciate the difference between liability and withdrawal

regulation, set the liability at a level that induces the firm to withdraw at the same z. In this

case, from the ex post perspective liability and withdrawal are equivalent by design. As we show,

however, these tools induce different ex post value functions and thus result in different ex ante

incentives, for two reasons. First, liability is more taxing and thus reduces the value function of the

firm compared to withdrawal regulation. This force decreases the option value of experimentation,

for any fixed adoption standard S, thus pushing the firm to experiment less under liability. Second,

while under liability the value is tangent at the point of voluntary withdrawal (by the smooth

pasting optimality condition for the firm), the ex post value function under withdrawal regulation

features a kink at z. Because of this kink, under withdrawal regulation, the firm has an incentive to

delay approval to postpone a potential withdrawal and increase the time on the market. If the cost

of information acquisition is sufficiently low, we show that this postponement effect dominates,

thus leading to later adoption under withdrawal regulation than under liability (resulting in the

same withdrawal level).

Section 3.4 analyzes authorization regulation whereby the agency controls not only ex post

withdrawal but also ex ante approval, while the firm still controls ex ante experimentation. Sup-

pose that both approval and withdrawal are set at the first-best levels. When eG = 0, the firm

experiments too much, because it obtains the social payoff in the good state but does not incur the

loss in the bad state. When instead eG is sufficiently high, the firm has insufficient incentives to

experiment. As we show, there exists an intermediate value of the externality ê at which the firm

chooses precisely the socially optimal level of experimentation. When the externality is lower,

eG < ê, it is optimal for the planner to discourage experimentation by setting tougher approval

and withdrawal standards compared to the first best. If instead eG > ê, the planner encourages

experimentation by being more lenient, again in terms of both approval and withdrawal.

Section 3.5 derives policy implications by characterizing the socially optimal mix of the three

tools—ex ante approval, ex post withdrawal, and liability. From the results on authorization reg-

ulation, it is clear that when eG < ê it can be useful to use liability to discourage experimentation.

As we show, for eG < ê, at the optimal mix of tools the approval and withdrawal standards are

set at their first-best levels, while liability is used to discourage experimentation and to induce

the first-best experimentation decision by the firm. When instead eG > ê, it becomes pressing to

encourage experimentation, liability is no longer useful, and the planner sets lenient approval and

withdrawal standards.
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Approval Regulation Withdrawal Regulation Liability

Product safety little little important

Aircraft certification (lenient) surveillance (some) important

Pharmaceutical clinical trials surveillance (some) rare

Business practices limited (except mergers) limited antitrust litigation

Table 1: Regulatory environments across applications.

Section 4 relates these results to the preemption doctrine, which contends that regulatory ap-

proval should shield firms from future liability claims. In Wyeth v. Levine, 555 U.S. 555 (2009),

the US Supreme Court held in a 6-3 vote that FDA approval for marketing and labeling of a

medication does not shield the manufacturer from product liability lawsuits under state law. Pro-

ponents of the preemption doctrine argued that exposing pharmaceutical companies to liability

would reduce innovation incentives prior to market introduction. Opponents maintained that the

threat of liability would induce more timely information disclosure and voluntary withdrawals of

harmful drugs; see Garber (2013). For medical devices, on the contrary, the preemption doctrine

prevailed following the 8-1 decision in Riegel v. Medtronic, 552 U.S. 312 (2008). When striking

the balance between regulation and compensation for preemption cases ranging from drugs to

road safety, the Supreme Court tends to side with the views expressed by the regulatory agencies,

as argued by Sharkey (2008). This way, the solution can be fine tuned to the specific features and

parameters of different sectors.

Our analysis justifies the preemption doctrine only when the positive externality in the good

state is large. We show that optimal regulation is lenient: the approval and withdrawal standards

are always set below their first-best levels. Regulation deviates from the first best only when

liability should no longer be used, i.e., when experimentation should be encouraged, in which case

the planner is induced to be lenient. This prediction correspond to patterns observed across a range

of applications, as summarized in Table 1. Regulatory agencies tend to be lenient whenever they

are involved in the process. For instance, in the case of aircraft regulation, since 2005 tests and

certification for a large number of elements are delegated to the industry under the Organizational
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Designation Authorization (ODA) program (Jakubiak 1997). Even for drugs, where ex ante testing

is quite strict, ex post surveillance is difficult to implement (Berniker 2001 and Han et al. 2017),

preventing the agency from ordering timely withdrawal. The first three rows of Table 1 rank

our applications to safety regulation in terms of the level of the positive externalities: absent

for most products, intermediate for aircraft that improve transportation, and large for drugs with

sizeable health benefits. As the positive externality eG increases, the mix becomes more reliant on

authorization regulation relative to liability.

Our results also shed light on the regulation of new drugs. With a new disease such as COVID-

19, the externality is large, once the reduction in the direct damage to public health is compounded

with the indirect economic benefit as social distancing measures are phased out. According to our

results, approval should occur earlier, moving quickly to ex post learning, and liability should be

lifted. As a matter of fact, pressure has been put on the FDA and EMA to accelerate approval.

In addition, a number of governments have committed to removing liability and granting vaccine

companies legal indemnity. The crisis also suggests the phases of experimentation should be more

flexibly tailored to the parameters (such the size of the externality in the good state) prevailing in

different situations.

Contribution to Literature. The decision-theoretic social benchmark analyzed in Section 2

builds on Wald’s (1945) sequential information acquisition model, gaining analytical traction by

adopting the continuous-time formulation pioneered by Dvoretsky, Kiefer, and Wolfowitz (1953).

While the Wald model entails a single phase with the adoption of an irreversible action, we in-

novate by adding a second phase in which learning takes place at a possibly different rate and

adoption can be withdrawn.6 This implies that payoffs from approval are not fixed but state de-

pendent, thus generalizing the classic Wald problem. Section 2.1 isolates this first contribution

by presenting the baseline decision-theoretic version (corresponding to the first-best benchmark)

of our two-stage model with experimentation and learning. Learning in the ex post phase takes

place only if the safe arm represented by the withdrawal decision is not pulled, as in the bandit

6While Moscarini and Smith (2001) extend Wald’s baseline model to allow the decision maker to undertake

multiple experiments in each instant, we instead allow for different experimentation stages, but still with a single

experiment in each instant. Within a setting with a single irreversible decision, Che and Mierendorff (2019) push

Wald’s framework by allowing the decision maker to choose signal structures that favor learning about a state over

the other. Zhong (2019) endogenizes all aspects of learning, beyond precision and direction.
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literature.7,8

This decision-theoretic benchmark is also relevant to model consumer search for product in-

formation. The ex ante phase corresponds to Branco, Sun, and Villas-Boas (2012): the poten-

tial buyer chooses between searching for more information, abandoning search, or purchasing the

product. In addition, our framework allows the consumer to keep learning about product attributes

after purchase, with the option of either returning the product or reselling on the secondary market

following bad information.9

Our second contribution is the analysis of the strategic problem of dynamic regulation of an

activity with uncertain externality. The case with irreversible approval is related to Carpenter’s

(2004) pioneering application of experimentation models to approval regulation. More directly,

we build on multi-agent extensions of the Wald model proposed by Chan, Lizzeri, Suen, and Yariv

(2018) and Henry and Ottaviani (2019), to which we add ex post learning and the possibility

of reverting the decision.10 By modeling information management in regulation as a dynamic

persuasion problem, we also link to Kamenica and Gentzkow (2011) and the recent follow-up

literature. In this vein, Orlov, Skrzypacz, and Zryumov (2020) analyze dynamic information

control by an agent who aims at persuading a principal to delay withdrawal—in our setup we can

analyze information arrival both before and after adoption up to withdrawal.

In terms of applications, our normative analysis of optimal regulation connects us to the law

and economics literature on safety regulation and liability. The bulk of this literature focuses on

incentivizing firms to optimally invest in ex ante precautions so as to limit the negative exter-

nalities generated by risky activities.11 Our dynamic setting allows for both ex ante precautions

7Bolton and Harris (1999) introduced strategic issues into bandit models; closer in spirit to us Strulovici (2010)

analyzed a model of collective experimentation in which decision makers jointly control actions that result in infor-

mation. For recent analyses of agency models of experimentation see also Green and Taylor (2016), Guo (2016),

Halac, Kartik, and Liu (2016), and Grenadier, Malenko, and Malenko (2016).
8For the baseline canonical setting with irreversible decision, Morris and Strack (2017) show that any posterior-

separable cost of information can be written as the outcome of a sequential sampling model, as in Wald’s setup.

Pomatto, Strack, and Tamuz (2019) axiomatically characterize all cost functions with constant marginal cost of infor-

mation.
9The model could be extended to include the choice of product price (as in Branco, Sun, and Villas-Boas 2012)

as well as a buy-back price; see also Inderst and Ottaviani (2013).
10In the context of the baseline setting with irreversible decision, McClellan (2017) characterizes the commitment

solution, while Bizzotto, Rudiger, and Vigier (2020 and 2021) allow for the arrival of outside information and for the

receiver to be privately informed.
11For example, Shavell (1984) and Kolstad, Ulen, and Johnson (1990) show that a mix of liability and ex ante

regulation is welfare improving whenever injurers can escape suit or court’s behavior is uncertain. In the same vein,

Schmitz (2000) shows that a mix of liability and ex ante regulation is optimal if wealth varies among injurers. Friehe

and Schulte (2017) consider the optimal mix between liability and ex ante regulation in a setting where the firm can

run a specific experiment before asking for approval. For broader overviews of the economic analysis of product

liability see Polinsky and Shavell (2010) and Daughety and Reinganum (2013).
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(corresponding to the approval standard) and ex post precautions (the withdrawal standard), as

well as for experimentation.12 Ex ante precautions impact the experimentation standard. In turn,

ex post precautions affect the ex ante precautions taken. In law and economics, Schwartzstein and

Shleifer (2013) also emphasize the dynamic distortions arising from the gap between social and

private returns to economic activity; while in their model firms are privately informed about their

type (safe or risky), in our model firms experiment and learn alongside the regulator. A key role

played by liability in our setting is to discourage socially excessive experimentation. Our results

also speak to the empirical literature studying how liability chills innovation. Using an increase

in liability risk in the medical implant market, Galasso and Luo (2018) establish an adverse effect

on upstream innovation, in contrast with some earlier findings by Viscusi and Moore (1993) and

Galasso and Luo (2017).

Oi (1973) and Hamada (1976) are among the first to notice that liability can impact the will-

ingness to pay of consumers—our model abstracts away from this effect.13 Hua and Spier (2020)

show that firms with market power find it optimal to under-provide safety and to disclaim re-

sponsibility for consumer harm, provided that consumers that use the product more intensely are

also more likely to suffer harm. Their result offers a rationale for liability regulation, even when

firms set prices and are allowed to compensate consumers for the damages generated by the prod-

ucts they sell. Taking as a given the need for regulation, instead, we compare different forms of

intervention and characterize the optimal regulatory mix of instruments.

Viscusi, Vernon, and Harrington (1995, pages 785-786) informally discuss the ex ante and ex

post modes of government regulation and point out how liability may chill research incentives.

They highlight that “a final issue on the policy agenda is the overall coordination of regulatory

and liability efforts.” This is exactly the interaction we characterize.

12Ottaviani and Wickelgren (2009) and (2011) offer a complementary modeling approach based on signaling of the

firm’s private information in the context of a two-period model. In the area of competition policy, Rey (2003, Section

4.2) informally discusses the pros and cons of ex ante regulation v. ex post antitrust.
13The literature on product recalls also focuses on contracting between the firm and consumers; see e.g. Welling

(1991), Marino (1997), and Rupp and Taylor (2002). In particular, Spier (2011) shows that, even under strict

liability—whereby any harm caused is fully compensated by the firm—the buyback price is inefficiently low, be-

cause of the firm’s monopsonistic position in the ex post stage when products are recalled.
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2 Balancing Ex Ante Experimentation and Ex Post Learning

2.1 Planner Benchmark: Model

In our welfare benchmark, the social planner p decides whether to introduce a product under

uncertainty about the state of the world θ , which can be either good G or bad B.14 The prior

belief about the state is q = Pr{θ = G}. Information arrives in two phases. In the first phase, at

each instant a decision needs to be made: either reject R, experiment E, or adopt A. Rejection is

irreversible: the game ends following R and the planner obtains a zero payoff. Experimentation

costs c per unit of time and results in the public revelation of information, as explained below.

Adoption ends the first, ex ante phase of the game and starts the second, ex post phase in which at

each instant of time the planner needs to decide whether to continue C (being active in the market)

or withdraw W (ending the game).15 While active in the market, following adoption and up until

withdrawal, the social planner collects state-dependent flow payoff vG
p > 0 in the good state and

vB
p < 0 in the bad state. Withdrawal is irreversible and gives the planner a payoff equal to zero.

The planner discounts future payoffs at rate r ≥ 0.

Information Arrival. We now describe information arrival in the two phases, n ∈ {I, II}, where

n= I denotes the ex ante experimentation phase when E is played and n= II the ex post learning

phase when C is played. The arrival of new information is modeled as a Wiener process dΣ with

variance ρ2 and state-dependent drift: positive drift µn in state G and negative drift −µn in state

B. The ex ante and ex post phase differ, not only in the speed of accumulation of information µn,

but also in the cost of research.

While information collection over a period of time dt entails costs cdt in the ex ante stage, it

only has an indirect and state-dependent cost in the ex post stage based on the adoption payoff,

given that the planner’s payoff in the bad state is vB
p < 0. The state-dependent flow payoffs vG

p and

vB
p are not observed. Only the realizations of the stochastic process is observed at time t > 0 and

it is used to update the belief. The updated belief is a sufficient statistic for all the information

collected up and until that instant of time.16

14Fudenberg, Strack, and Strzalecki (2018) make strides in the analysis of a Wald experimentation problem with a

richer state space, but still with only one (ex ante) phase.
15The model can be easily extended by making the withdrawal option costly.
16To simplify derivations we express beliefs in terms of the log-odds ratio σ t = log

qt

1−qt
. As explained in Online

Appendix A, the log odds posterior belief follows a Brownian motion.
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2.2 Planner Solution

We now characterize the first-best solution of the planner problem. This analysis serves as a

welfare benchmark as well as a building block for the rest of the paper.

Ex Post Learning: Bandit Problem. In the ex post phase, the planner faces a bandit problem.17

At each instant t, the choice is between a safe arm (withdrawal W with payoff 0) and a risky arm

(continue C with expected payoff equal to qtv
G
p +(1−qt)v

B
p, where qt is the posterior belief that

θ = G conditional on the information available at time t).

When the current belief is q, the value for the planner in the ex post phase is equal to the payoff

the planner expects to accumulate before potentially withdrawing if the belief reaches z,

uII
p(q) = quII

p(q,G,z)+(1−q)uII
p(q,B,z), (1)

with ex post conditional values given by

uII
p(q,θ ,z) =

vθ
p

r

(
1−ψ

II(q,θ ,z)
)

where ψ II(q,θ ,z)≡ E[e−rTz|θ ,q] is the expected discounted value of receiving a payoff of 1 when

the belief hits for the first time the withdrawal standard z in state θ starting from belief q. Tz is

the first time the belief hits threshold z.18 The ex post conditional value uII
p(q,θ ,z) corresponds to

the flow payoff vθ
p collected before withdrawal. This payoff is smaller in state B than G for two

reasons: the flow payoff vθ
p is smaller and the withdrawal standard is reached more quickly i.e.,

ψ II(q,G,z)< ψ II(q,B,z).

As Proposition 1 shows, there is a unique withdrawal standard z∗ that solves

q
∂uII

p(q,G,z)

∂ z
+(1−q)

∂uII
p(q,B,z)

∂ z
= 0. (2)

This withdrawal standard is independent of the current belief. The top panel of Figure 1 represents

the ex post value function as the dashed-dotted red curve. The planner keeps staying on the market

for beliefs above z∗ and withdraws as soon as the belief falls below that standard. At z∗ the smooth-

pasting condition applies, so that the ex post value function is tangent to 0 at z∗.

17The ex post problem is analogous to the classic continuous-time two-armed bandit problem (see, for example,

Berry and Fristedt 1985 and Bolton and Harris 1999) which is also equivalent to a one-time one-option optimal

stopping problem.
18Online Appendix A reports closed-form expressions for ψ II(q,θ ,z).
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Figure 1: Top panel: ex ante value function in solid red, ex post value function in dashed-dotted

red. Bottom panel: upper best reply in solid dark yellow and lower best reply in dashed dark

yellow.
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Ex Ante Experimentation: Reversible Wald. From the perspective of the ex ante phase, the

optimal withdrawal z∗ pins down the expected payoff of the planner upon adoption. In the ex ante

phase, the planner chooses a lower standard s, corresponding to the posterior belief at which the

planner rejects, and an upper standard S, the posterior belief at which the planner adopts.

Given a set of standards (s,S), we now derive the expected payoff of the planner. Denote TS as

the first time the belief hits S with the convention that TS = ∞ if the belief hits s before S. Define

the expected discounted probability ΨI(q)≡ E[e−rTS |q] as the expected discounted value in the ex

ante phase of receiving a payoff of 1 when the belief hits for the first time standard S, conditional

on not hitting standard s before. Similarly, the expected discounted probability ψ I(q)≡ E[e−rTs|q]
is the expected discounted value of a payoff of 1 received when the belief hits for the first time s,

conditional on not hitting S before.

The planner obtains the second-stage expected payoff of uII
p(S) if S is reached before s; starting

from q this happens with probability ΨI(q). With probability ψ I(q), the second-stage payoff is

uII
p(s). During the ex ante experimentation phase, the planner pays an instantaneous research cost

c, and thus c/r in discounted present value, until the belief hits either s or S, which happens with

probability 1−ψ I(q)−ΨI(q). Overall, the ex ante expected payoff of the planner is

uI
p(q) = ψ

I(q)uII
p(s)+Ψ

I(q)uII
p(S)−

[
1−ψ

I(q)−Ψ
I(q)
] c

r
. (3)

At the solution of the problem, the planner experiments for intermediate beliefs (s∗ < q< S∗)

and either rejects following the accumulation of sufficient bad news (q ≤ s∗) or adopts following

sufficient good news (q ≥ S∗). This is not a standard Wald problem because the state contingent

payoff at approval uII
p(S) depends on the value of S.19

Overall Solution: Reversible Wald Followed by Bandit. The planner strikes a balance be-

tween ex ante experimentation and ex post learning. Even though information is accumulated at

no direct cost in the ex post phase, there is an indirect cost due to the negative payoff in the bad

state, providing room for experimentation in the ex ante phase. As shown in Figure 1, at belief

z∗, the planner expects a zero payoff from adoption. Experimentation is thus valuable in the range

(s∗,S∗), an interval that contains z∗.

For beliefs in (s∗,S∗), the possibility of ex ante experimentation increases the value for the

planner, as shown in the top panel of Figure 1 where the ex ante value (solid red line) is above the

ex post value (dashed-dotted red). The ex ante value is tangent to the ex post value exactly at S∗

and to the zero horizontal line at s∗. Overall, we have:

19In the standard Wald problem, a given fixed value is obtained upon approval.
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Proposition 1 The first-best solution consists of three standards, for rejection s∗, adoption S∗,

and withdrawal z∗, with s∗ ≤ z∗ ≤ S∗, such that:

(a) In the ex ante phase, the planner rejects if q ≤ s∗, experiments if s∗ < q < S∗, and adopts if

q≥ S∗ and in the ex post phase, the planner withdraws if q≤ z∗;

(b) All standards are independent of the current belief q.

Next, we describe the first-order conditions—which can also be interpreted as best replies—

leading to the solutions. This construction plays a central role throughout the paper, not only for

the planner solution but also for the analysis of the strategic interactions between the planner and

the firm.

First-Order Conditions as Best Replies. To understand the incentives in the ex ante phase for

a given ex post withdrawal standard z, it is useful to decompose the optimal choice of (s,S) into

two steps:

• We start by characterizing the optimal choice of the rejection standard s for a given adoption

standard S. In the strategic problem this constrained solution corresponds to the best reply

for a player who chooses s for given S (and z) set by another player. We denote this lower

best reply as bp(S), suppressing the dependence on the withdrawal standard z.20

• Similarly, the upper best reply is the optimal adoption standard S = Bp(s) when the rejec-

tion standard is constrained to be s. We adopt the convention that the player who controls

approval—and thus determines the upper best reply—can approve at any belief above the

rejection standard s, and in particular can potentially approve and immediately withdraw by

setting S= Bp(s)< z.21

The bottom panel of Figure 1 plots the best replies when ex post withdrawal is at the first-best

level z∗.22 The solution to the first-best problem in the ex ante phase, (s∗,S∗), lies at the intersec-

tion of the lower (dashed dark yellow) and upper (solid dark yellow) best replies, as illustrated by

the top and bottom panels of Figure 1. At this intersection, s = s∗ is such that the ex ante value

function is tangent to the zero horizontal line and S= S∗ is such that the ex ante and ex post values

are tangent. We now provide a heuristic derivation of these two best replies.23

20In the text we focus on the case with s < z∗ where uII
p (s) ≡ 0; derivations for the other case are presented in

Online Appendix A.
21In this sense, the player has control on rejection.
22Withdrawal z in the second phase does not depend on the choice of s or S.
23See Lemma 2 in Online Appendix A for a more formal analysis.
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Lower Best Reply. Differentiating (3) with respect to s at s < z∗, when interior, the lower best

reply s= bp(S) is implicitly defined by the first order condition

− ∂ΨI

∂ s︸︷︷︸
<0

uII
p(S) =

(
∂ψ I

∂ s
+

∂ΨI

∂ s

)
︸ ︷︷ ︸

>0

c

r
. (4)

The player controlling experimentation equalizes the marginal benefit of experimentation on the

left-hand side, which increases the probability of reaching approval and obtaining uII
p(S), with the

marginal cost of experimentation on the right-hand side. As displayed in Figure 1, for S≤ z∗, there

is no value of experimentation, since reaching S yields a zero payoff. Thus, for S ≤ z∗, there is

no experimentation and the lower best reply follows the diagonal (s= S). For S > z∗, the planner

starts experimenting (i.e. s < S), trading off the direct experimentation cost with the value of

information generated as described in equation (4). Initially, the value of experimentation quickly

increases with S, so that the lower best reply decreases with S down to a minimum s∗ (for S= S∗).

In this case adoption and experimentation are strategic substitutes.24 For higher value of S, the

best reply s= bi(S) increases with S to reach 1 in the limit as S→ 1. In this case the main driving

force of the decision to experiment is the expected financial cost of reaching S, which increases

with S. Adoption and experimentation are then strategic complements.

Upper Best Reply. Differentiating (3) with respect to S, when interior the upper best reply

S= Bp(s) is implicitly defined by the first order condition

Ψ
I
∂uII

p (S)

∂S
=−∂ΨI

∂S︸︷︷︸
<0

uII
p (S)−

(
∂ΨI

∂S
+

∂ψ I

∂S

)
︸ ︷︷ ︸

<0

c

r
. (5)

The player controlling adoption equalizes the marginal benefit of delaying adoption on the left-

hand side with the marginal cost on the right-hand side. The former is positive because, upon

approval, it is more likely that the state is good when S is set higher. The latter combines the

opportunity cost of delaying approval with expected payoff uII
p (S) as well as the financial cost of

experimentation. Under the convention we imposed, this player can always ensure himself the ex

post value (red dashed-dotted) by approving and immediately withdrawing at s∗, approving at S∗,

and experimenting in (s∗,S∗).

The bottom panel of Figure 1 plots the upper best reply in solid dark-yellow, with the initial

belief q0 set at q0 = z∗. For s ∈ [0,s∗], Bp(s) is constant at level S∗.25 Indeed for s < s∗, if from

24Increasing S reduces adoption rates while reducing s increases experimentation by reducing rejection rates.
25In Figure 1 for s ≤ s∗ we chose the convention to plot Bp(s) = S∗. Alternatively, we could have chosen to plot

Bp(s) = s∗.
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q0 bad news is collected and belief q falls, it is too costly to experiment until s and preferable to

adopt (and immediately withdraw) at s∗, thus interrupting experimentation. If, instead, good news

is accumulated and q increases, it is optimal to approve at S∗.

For s ≥ s∗ the upper best reply is interior and balances the marginal value of information

with the marginal costs of experimentation and delayed adoption, according to equation (5). As

s increases from s∗, the upper best reply Bp(s) decreases toward the diagonal. In this case, the

experimentation cost plus opportunity cost of delaying approval are the main concern—adoption

and experimentation are strategic complements. Finally, for s ∈ (s,1] there is no non-empty inter-

val of beliefs for which the ex ante value would be above the ex post value—the upper best reply

lies on the diagonal Bp(s).

3 Regulating Private Activity

3.1 Introducing the Firm: Model

We now enrich the model by introducing a firm f that interacts strategically with the planner p.

In the ex ante phase, the firm bears the full experimentation cost cdt for every instant dt of active

experimentation. The information collected is publicly revealed.26 In the ex post phase, the firm

collects a flow payoff v f , with 0≤ v f ≤ vG
p , for every instant of active presence in the market after

adoption and until withdrawal. We take v f as exogenous; in particular, v f is not affected directly

by the level of liability or other regulatory tools.27

To simplify derivations, the firm’s payoff v f is assumed to be independent of the state. This

assumption is sensible in situations in which consumers, in spite of the losses they bear in the

bad state, are not able to react to the information that arrives over time. The setting captures

environments in which information is technical and hard to process for consumers. It is also

reasonable in contexts where the adverse effects in the bad state happen in bulk, an extension we

consider in Online Appendix D. Making the firm’s baseline flow payoff v f state dependent would

affect the results by providing a channel, other than regulation, to discipline the firm.28

26In the case of research on drugs, the public information assumption does not appear unreasonable since before

market introduction, firms have to reveal the results of clinical trials and are legally obliged after introduction to

provide further information they obtain on side effects. The model can be extended to allow for private information

collection with costly lying as in Kartik, Ottaviani, Squintani (2007), where the expected cost depends on the size of

the lie.
27If, instead, the interaction between the firm and consumers were to be modeled explicitly, a change in liability

or in other regulatory tools would directly affect the willingness to pay of consumers and thus v f . Future work could

investigate the robustness of our insights when the payoff of the firm is obtained endogenously from trading with

consumers, as in Hua and Spier (2020).
28Our results would still hold as long as the gap in payoff between states is smaller for the firm than for the planner:
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Absent regulation, incentives of firm and planner are misaligned because the firm does not

suffer all the negative social cost in the bad state, but also cannot recover the full social benefits in

the good state.29 The firm’s activity generates a positive externality eG = vG
p − v f ≥ 0 in the good

state and a negative externality eB = vB
p− v f < 0 in the bad state on the rest of society.30

Left to its own devices under laissez-faire, the firm would not experiment, adopt immediately,

and never withdraw. To align the incentives of firms with societal goals in areas ranging from

safety regulation to competition policy, over the years legislators introduced a number of instru-

ments. The initial approach has been to use ex post instruments such as liability following harm

and, then, ex post regulation with mandatory withdrawal of dangerous products. With the rise

of the regulatory state from the beginning of the 20th century, ex ante regulation has been intro-

duced in many areas by instituting a structured ex ante authorization process and delegating its

implementation to specialized regulatory agencies, as described by Glaeser and Shleifer (2003).

Sections 3.2, 3.3, and 3.4 analyze how regulation through liability, withdrawal, and authoriza-

tion affect the margins for experimentation z, adoption S, and withdrawal z.

3.2 Liability

Historically, liability was first introduced to compensate victims following the occurrence of an

adverse event, but also to discipline firms and influence their ex ante choices. We model this

instrument in a reduced-form way by allowing the planner to commit at date 0 to a liability rate

L ≥ 0 imposed on the firm per unit of time on the market if θ = B.31 In state B, the firm thus

obtains payoff v f −L; in state G, instead, the payoff remains unaffected at v f . Liability is strict

in the sense that it does not depend on actual negligence or intent to harm by the firm. The

assumption that the liability rate L is imposed on the firm per unit of time on the market captures

the idea that damages paid in practice are often calculated in proportion to the harm caused, and

in the bad state, the longer the product is on the market, the more it is the case.32 We denote the

vG
f ≤ vG

p and vB
f ≥ vB

p with vB
f ≥ 0.

29Think of positive externalities in consumption, as in the case of vaccines. Misalignment can also arise from

consumer heterogeneity, as in Hua and Spier (2020). Future work could extend the analysis to endogenize v f as

arising from the interaction between the firm and consumers.
30While we focus on comparative statics with respect to eG, our results can be obtained from comparative statics

with respect to v f ∈ [0,vG
p ]. For instance, it is natural to expect that stronger (weaker) market competition would

reduce (increase) v f and thus increase (reduce) eG.
31We purposefully abstract away from the details of the judicial procedure. Given risk neutrality, L captures the

expected penalty the firm incurs per unit of time in the market, conditional on state is θ = B. It is not necessary for

the state to ever be observed—it is enough for some information about the state to be available.
32Many of our results still hold if news in the ex post phase are modeled as a Poisson arrival process and liability

as a fixed payment following the occurrence of an adverse event, as we show in Online Appendix D. However, in this
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choices when the planner commits to L by (s f f (L),S f f (L),z f f (L)) and the optimal liability by

L∗f f .33

The planner can indirectly control the firm’s ex post decision by setting the liability rate L that

induces any withdrawal standard z. In particular, L̂ denotes the liability rate that induces first-best

withdrawal, z f f (L̂) = z∗. The choice of liability also indirectly affects the two ex ante decisions,

experimentation and adoption. The optimal liability trades off ex ante with ex post distortions as

follows:

Proposition 2 With strictly positive externality in the good state, eG > 0, the optimal liability L∗f f

(a) does not fully compensate for the harm caused v f < L∗f f <−eB,

(b) is such that the firm rejects too early s f f (L
∗
f f )> s∗ and adopts too early S f f (L

∗
f f )< S∗,

(c) is such that there exists belief q̂ such that the firm withdraws earlier than the first best

z f f (L
∗
f f )> z∗ if q> q̂ and later otherwise.

According to Proposition 2.(a), when eG > 0 the optimal liability does not require the firm to

fully compensate the damage caused, which would entail choosing liability L̄ = −eB; by setting

this full liability level, the social planner perfectly aligns the firm’s incentives in the bad state. If

there is no positive externality, eG = 0, the first best is achieved with full liability, L̄. If eG > 0,

however, full liability no longer induces the first best. Given that the firm’s payoff in the good

state is socially insufficient, the firm rejects too early, s∗ < s f f

(
L
)
, adopts too late, S∗ < S f f

(
L
)
,

and withdraws too early, z∗ < z f f

(
L
)
. The planner should thus constrain the courts to be more

lenient, as shown in result (a).

Another option is to set the liability at L = L̂ so as to induce withdrawal at the first-best level

z∗. This liability is such that the ratio of the firm’s payoff relative to the social payoff is the same

both in the bad and in the good state

v f − L̂

vB
p

=
v f

vG
p

.

Given that this ratio is less than 1, because the firm cannot capture the full social benefits in the

good state (v f < vG
p ), the firm’s expected payoff is scaled down compared to the planner by a

factor v f /v
G
p . The bottom panel of Figure 2 plots the firm’s best replies when L= L̂ (i.e., when the

firm withdraws at z∗) in comparison to the planner’s best replies, already displayed in Figure 1.

alternative model, once the adverse event occurs the harm is already done and liability would not induce the firm to

withdraw endogenously, so that the planner would need to force withdrawal.
33The convention we use for notation is the following: for a given standard x ∈ {s,S,z}, we denote by xi j the

standard resulting in the regulatory environment where player i ∈ { f , p} controls ex ante adoption and player j ∈
{ f , p} controls ex post withdrawal.
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Figure 2: Value functions (top panel) and best replies (bottom panel) for the planner p and the

firm f facing liability L= L̂.
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On the one hand, the firm’s lower best reply b f (S) (dashed-blue) is shifted to the right com-

pared to the planner’s lower best reply bp(S) (dashed-orange). Indeed, the financial cost of exper-

imentation is identical for both players, but the value of experimentation on the left-hand side of

(4) is scaled down for the firm. Intuitively, for any given S, the firm has less incentives to exper-

iment since the expected payoff is smaller. On the other hand, the firm’s upper best reply B f (s)

(solid blue) is shifted down compared to the planner’s Bp(s) (solid orange), since the firm attaches

a lower value to information. Overall, this implies that the firm rejects too early, s∗ < s f f (L̂), and

adopts too early S f f (L̂)< S∗.

Even though the planner can set the liability to induce the firm to withdraw at the first-best level

in the ex post phase, it is optimal for the planner to deviate from L̂. From the ex post perspective,

moving away from L̂ induces a second-order loss, as withdrawal is moved away from the ex post

optimal level z∗. Deviating from this level generates two contrasting first-order effects in the ex

ante phase by affecting the incentives for experimentation s and adoption S. An increase in the

liability above L̂ induces a decrease in experimentation (the lower best reply shifts to the right,

resulting in a first-order social loss) and an increase in the approval benchmark as the opportunity

cost of delaying approval is reduced and the value of information raised (the upper best reply

shifts upward, resulting in a first-order social gain).

According to Proposition 2.(c), the tradeoff between the effect on experimentation and the

effect on adoption is resolved depending on the initial belief q. If q is low, experimentation

is the most pressing issue, so it is optimal for the planner to commit to be lenient by setting

a lower liability to encourage experimentation. For higher values of q, instead, increasing the

approval standard becomes more important and the planner should commit to be tough by setting

a higher liability. According to Proposition 2.(b), regardless of which dimension (experimentation

or approval) is favored, once liability is set optimally the firm still rejects too early s f f (L
∗
f f )> s∗

and adopts too early S f f (L
∗
f f )< S∗, as also illustrated in Figure 2.

3.3 Withdrawal Regulation

Next turn to ex post regulation when firms are ordered to withdraw products after sufficiently bad

news has accumulated. Denote by (s f p(z),S f p(z)) the ex ante choices of the firm when the planner

commits to withdraw at z. As noticed above, an appropriate liability rate can always be chosen to

achieve any withdrawal standard. For any commitment to a withdrawal standard z, denote by L̃(z)

the liability rate that induces the firm to withdraw at z, i.e., z f f (L̃(z)) = z.

Liability and ex post withdrawal thus are equivalent from the ex post perspective. However, we
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show in this section that they induce different ex post value functions and thus shape differently

ex ante incentives. The ex ante choices under withdrawal regulation at z and ex post equivalent

liability L̃(z) compare as follows:

Proposition 3 For any commitment z and corresponding liability L̃(z), the firm:

(a) experiments for any value of c under withdrawal regulation z, i.e. s f p(z)< z< S f p(z),

(b) experiments more under withdrawal regulation z than under liability L̃(z), i.e. s f p(z) <

s f f (L̃(z)),

(c) adopts earlier under withdrawal regulation z than under liability L̃(z), i.e. S f p(z)< S f f (L̃(z)),

if ψ II(S,B,z)< ψ̄ .

To understand the mechanics of these results, compare the ex post value functions for the firm

under the two regimes, for a given withdrawal standard z. As illustrated in the top panel of Figure

3, the ex post value functions (plotted as a green dotted line, for withdrawal regulation, in addition

to the blue dotted line under liability, as in Figure 2) are clearly equal for q = z (by construction

the withdrawal policy is identical) and q = 1. However, liability results in a lower value than ex

post regulation for q ∈ (z,1), given that liability taxes the firm in the bad state while the expected

time on the market is the same since withdrawal occurs at z in both cases.

Moreover, by smooth pasting the value function under liability is tangent to 0 at q = z, given

that withdrawal is optimally chosen by the firm.34 Instead, the value function under withdrawal

regulation at any z > 0 starts off with a kink at q = z because z is not optimally chosen by the

firm. This kink has important implications for the ex ante behavior of the firm under withdrawal

regulation, as we explain below.

The first important consequence of this kink in the value function is that the firm always

experiments in the first phase under withdrawal regulation regardless of the size of the cost c, as

expressed in Proposition 3.(a). Indeed the value of introducing at z is 0, since it leads to immediate

withdrawal and the kink implies that the benefit of even a marginal amount of experimentation is

unbounded. This intuition applies whenever the player who experiments in one phase is not the

one who optimally controls withdrawal in the next.

To shed further light on the comparison between withdrawal regulation and liability, we now

consider the best replies of the firm. The bottom panel of Figure 3 plots the best replies un-

der withdrawal regulation and under liability. The lower best reply under withdrawal regulation

(dashed green) is shifted to the left compared to the lower best reply under liability (dashed blue).

34Following the logic presented in Section 2 for the planner problem, the ex ante experimentation and approval

standards chosen by the firm are determined by smooth pasting conditions similar to (4) and (5), once we replace uII
p

by uII
f . The ex ante value function is tangent to the horizontal line at s and to the ex post value function at S.
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For a given approval standard S, the firm expects higher revenue uII
f (S) under ex post regulation

because of the saved liability in the bad state. Thus, according to Proposition 3.(b), the option

value of experimentation is higher under withdrawal regulation, pushing the firm to experiment

more than under liability.

The choice of adoption standard is more subtle. As explained earlier, the tradeoff charac-

terizing the upper best reply is between the marginal cost of continuing experimentation (the

information acquisition cost plus the opportunity cost of delaying the approval benefits) and the

marginal benefit described in more details below,

∂uII
f

∂S
=
(
uII

f (q,G,z)−uII
f (q,B,z)

)︸ ︷︷ ︸
classic Wald value of information

+

(
S

∂uII
f (q,G,z)

∂S
+(1−S)

∂uII
f (q,B,z)

∂S

)
︸ ︷︷ ︸

postponement effect

. (6)

The first term captures the value of information, which increases with the gap between the ex-

pected payoff in the good and bad states, a force already present in the classic Wald model. The

second term incorporates the fact that approval payoffs are conditional on S, a novel feature of our

setting: when S is higher, the starting belief is further away from withdrawal z, thus the payoff

in the ex post phase is collected for longer. This is what we call the postponement effect. If the

payoffs are positive in both states of nature, as in the case of withdrawal regulation, this effect is

an unambiguously positive benefit. When the firm must bear some liability for being active in the

bad state, the postponement effect is dampened and may even become negative for a fixed z.

Under liability regulation when the firm (or, similarly, the planner) optimally chooses the

withdrawal standard, the positive effect in the good state exactly compensates the negative effect

in the bad state. To see this, note that the postponement effect is given by

S
∂uII

f (q,G,z)

∂S
+(1−S)

∂uII
f (q,B,z)

∂S
=−

(
S

∂uII
f (q,G,z)

∂ z
+ (1−S)

∂uII
f (q,B,z)

∂ z

)
= 0. (7)

First, conditional on the state, a marginal increase in S has the opposite effect compared to a

marginal increase in z. Second, the optimal z maximizes the expected value in the second phase

and thus implies that the postponement effect is absent under liability (as well as in the first-best

benchmark of Section 2).35

How do the upper best replies compare in the case of withdrawal regulation and liability?

Under withdrawal regulation, payoffs are higher in the ex post phase and therefore the opportunity

35Specifically, we have uII
f (S,θ ,z) =

vθ
f

r

(
1−ψ II(S,θ ,z)

)
and since

∂ψ II(S,θ ,z)
∂ z

=− ∂ψ II(S,θ ,z)
∂S

, this implies that under

liability S
∂uII

f (q,G,z)

∂S
+(1−S)

∂uII
f (q,B,z)

∂S
=−S

∂uII
f (q,G,z)

∂ z
− (1−S)

∂uII
f (q,B,z)

∂ z
= 0.
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Figure 3: Value functions (top panel) and best replies (bottom panel) when the postponement

effect does not dominate.
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cost of delaying is larger and the value of information is lower. This would suggest that the upper

best reply should be shifted downward. However, the postponement effect, absent under liability,

goes in the opposite direction.

As shown in Online Appendix B where we prove result (c), the postponement effect dominates

whenever ψ II is sufficiently high. In this case, the opportunity cost is close to zero (uII
f ' 0) and

so is the value of information (uII
f (q,G,z)−uII

f (q,B,z)' 0). Thus, the only concern that remains

is the postponement effect and ex post regulation leads to later approval.36 Instead, if ψ II is low,

the postponement effect does not dominate and, as shown in the bottom panel of Figure 3, the

upper best reply under withdrawal regulation (in dashed green) shifts downward. For the rest

of the paper, we focus on this latter case and assume that ψ II is low. As shown in the proof of

Proposition 3, a sufficient condition is that the experimentation cost is low. This condition implies

that the firm experiments a lot in the first phase, S− z is large and ψ II is thus small.

3.4 Authorization Regulation

In areas such as safety, environmental, occupational, and consumer protection, over the last cen-

tury most Western countries have introduced some form of ex ante regulation and delegated it to

regulatory agencies. Regulators have typically been granted the power to authorize and licence

firms to introduce products to the market. Licences can be revoked ex post, when the agency

orders withdrawal. This section studies the properties of authorization regulation, understood as

the combination of ex ante and ex post regulation.

The complementarity of ex ante and ex post tools is clear. By directly targeting the ex ante

approval decision, the ex post tools can instead be reoriented toward controlling withdrawal, rather

than focusing on shaping ex ante incentives as in the previous sections. There is, however, one ex

ante decision that neither of these tools directly controls, which is experimentation. Both ex ante

regulation and ex post tools can be potentially used to discipline experimentation incentives.

We model authorization regulation as the planner committing at the outset t = 0 to a com-

bination of an approval standard Spp and a withdrawal standard zpp. We first study the optimal

authorization regulation (S∗pp,z
∗
pp) when the firm controls ex ante experimentation spp. Suppose

both regulatory tools are chosen at their first-best levels, Spp = S∗ and zpp = z∗. For eG = 0, the

firm experiments too much ex ante spp < s∗—the firm obtains the same payoff as the planner in

the good state, but does not incur the loss in the bad state and thus expects a higher payoff than

the planner. When instead eG→ vG
p , the firm has no incentive to experiment and spp > s∗.

36See Figure 8 in Online Appendix B which replicates Figure 3 for the case in which the postponement effect

dominates.
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Figure 4: Best replies of planner and lower best reply of firm, for eG = ê.

As eG increases, firm f ’s payoff v f decreases relatively to the social payoff vG
p . Thus f has

fewer incentives to experiment for a given value of S; the lower best reply b f (S) shifts to the

left. There exists an intermediate value of eG, denoted ê, such that b f (S) crosses the lower best

reply of the planner precisely at S∗, as represented in Figure 4. For eG = ê, the firm responds by

choosing the socially optimal experimentation level, spp = s∗. When eG < ê, the firm’s lower best

reply b f (S) shifts to the left; the firm’s private incentives v f are then so high that it experiments

excessively relative to the first best, spp < s∗. If instead eG > ê, incentives to experiment are

insufficient, with spp > s∗. In both cases, the planner modifies the regulatory tools to get closer to

the first best, as follows:

Proposition 4 There exists ê such that, for values of the positive externality eG = ê, optimal

regulation achieves the first best and:

(a) if eG < ê, ex ante and ex post regulations are stricter than the first best: z∗pp > z∗ and S∗pp > S∗

to discourage experimentation,

(b) if eG > ê, ex ante and ex post regulations are more lenient than the first best: z∗pp < z∗ and

S∗pp < S∗ to encourage experimentation.

For eG < ê, starting from the first-best regulatory standards, the planner needs to discourage

excessive experimentation. The planner achieve this by either making approval more difficult to

24



attain or making withdrawal more likely. Proposition 4.(a) shows that in this case the planner

is tougher with both standards. In both cases, moving away from the first-best levels results in

second-order losses that are trumped by first-order gains in terms of experimentation incentives.

According to Proposition 4.(b), if instead eG > ê, the planner encourages experimentation by

setting both standards at more lenient levels.

3.5 Optimal Mix of Policy Tools

How does the welfare performance of liability and authorization regulation compare? When does

adding liability to authorization regulation strictly improve welfare?

Proposition 5 (a) Externality Criterion: When comparing liability and authorization regula-

tion, there exists ẽ such that liability welfare dominates authorization regulation if and only

if eG ≤ ẽ.

(b) Preemption: When the planner has access to all tools, the socially optimal mix (S∗m,z
∗
m,L

∗
m)

is such that liability is preempted (Lm = 0) if and only if eG ≥ ê.

(c) Lenient Regulation Property: For eG > ê, the ex ante approval and ex post withdrawal stan-

dards at the optimal authorization regulation are more lenient than at the first best, z∗pp < z∗

and S∗pp < S∗. For eG ≤ ê, ex ante approval and ex post withdrawal standards are at the

first-best levels, z∗ and S∗, whereas liability is not preempted (L∗m > 0) and is decreasing in

eG.

According to Proposition 5.(a), authorization is preferred to liability for activities that generate

sufficiently high externalities. Figure 5 compares the welfare performance of authorization and

liability: for eG ≤ ẽ welfare under liability (blue line) is higher than welfare under authorization

(green line), while for eG > ẽ welfare under authorization dominates. Intuitively, for high eG the

planner is mainly concerned with preserving the firm’s incentives to experiment and thus prefers

authorization to liability.

Proposition 5.(b) characterizes the optimal regulatory structure for a planner who has access

to all tools (S, z, and L). When the externality is sufficiently high, eG > ê, it is welfare optimal to

preempt liability. As illustrated in Figure 5, in this case the welfare obtained by combining autho-

rization and liability (black line) is the same as the welfare under authorization alone (green line).

In addition, both the approval and withdrawal standards should be more lenient than at the first

best, as described in Proposition 5.(c). Intuitively, by Proposition 4 in this case experimentation

is insufficient even in the absence of liability—adding liability would only reduce it further.
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Figure 5: Welfare under different regulatory tools.

According to Proposition 5.(c), liability becomes a crucial tool for regulating activities with

low externalities. When eG = 0, liability alone is enough to achieve the first best. For eG ∈
(0, ê) the first best is not attainable by either authorization or liability in isolation, but it becomes

attainable once the tools are combined. As we know from Proposition 4, if the externality level

is low, eG ≤ ê, experimentation incentives are excessive. When the planner does not have access

to the lever of liability, authorization is set at stricter standards than first best. When liability is

available, instead, the planner can reorient approval and withdrawal to their first-best levels and

use liability to curb excessive experimentation.

4 Applications

This section presents in more detail the applications outlined in Table 1. The observed patterns

are interpreted in the light of the predictions of our model.

4.1 Lenient Regulation Property

Our model applies directly to externalities which do not affect the willingness to pay of consumers,

as in the case of health and safety.

Aircraft Safety. Aircraft regulation entails a mix of liability and mostly ex post regulation. Ar-

guably, transportation generates an intermediate level of external benefits to the rest of society,
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taking also into account the negative impact on the environment. Even though US courts have

been reluctant to examine cases for crashes that happened outside the US, in the case of the 737

MAX, Boeing faces the prospect of substantial payouts to the families of passengers if it is found

responsible for both the Indonesia and Ethiopia crashes. Legal experts say the second suit could

prove even more damaging, as the manufacturer was warned by the first accident (see Konert 2019

for a discussion).37

While for most products authorization regulation is absent, to be able to sell an aircraft the

manufacturer must first be certified by the FAA. However, we argue that this regulation tends to

be lenient. Since it was created, the FAA has been delegating the certification of some components

to the industry. This process was accelerated in 2005 with the adoption of the Organizational Des-

ignation Authorization Program. According an Audit Report by the Office of Inspector General

(2015), “one aircraft manufacturer approved 90% of the design decisions for all of its own air-

craft.” As a result, the certification period is relatively short. For instance, the time from first flight

to certification was 394 days for the 737 MAX. Ex post withdrawal regulation is also present,

but the FAA rarely uses its power to ground planes. For instance, in 1979 the FAA grounded the

McDonnell Douglas DC-10. The decision was made following an American Airlines accident in

Chicago with more than 270 casualties. An investigation into the accident found it was caused by

maintenance issues, rather than structural problems, so DC-10 were allowed to fly again. More

recently the 737 MAX was grounded, a decision directly made by the US government. In both

these cases, there was no voluntarily withdrawal by the manufacturer or the airline companies.

Drugs. The authorization of new drugs is more time consuming relative to airplanes. Prior to

approval, the FDA reviews the evidence contained in a battery of clinical trials conducted in a

sequence of phases.38 The FDA and the sponsor must also agree on the labelling of the product.

While this ex ante regulation is lengthy and stringent, ex post regulation remains rather lenient.

Post approval, the FDA requires pharmaceutical firms to report adverse events experienced by

patients as well as results of post marketing clinical trials. Patients and doctors can also directly

report to the FDA through the MedWatch system. The FDA at any point can request a change in

the labeling of the drug or order a recall.39 However, in practice ex post supervision is fraught

37Boeing has already announced that it will pay $100 million to the families, but current estimates of litigation

costs are more in the order of 1 billion, in particular if airline companies need to be compensated.
38In terms of the model, the key state variable that determines market introduction is the efficacy of the drug

relative to the risk of serious side effects. See Adda, Decker, and Ottaviani (2020) for a recent empirical analysis

of how regulation shapes the incentives of the pharmaceutical industry to perform and report clinical trials across

different phases.
39It is hard to establish empirically what proportion was voluntarily recalled by the firm and what proportion of

the recalls were triggered by FDA action. In both cases, the FDA plays a key role in influencing the event through
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with reporting issues and the inference from observational data is notoriously unreliable (Berniker

2001 and Han et al. 2017).40

Liability is rare, unless the firm is shown to have withheld information. Product liability law

imposes legal obligations to compensate users injured by a defective product. The defect most

commonly invoked for pharmaceuticals is a failure to warn, whereby manufacturers are liable for

not issuing a warning about risks they knew, or should have known, about.41 In cases such as

Vioxx that resulted in large damages, companies failed to report to the FDA or to the medical

community some evidence of adverse effects they gained after obtaining marketing approval.42

Damage claims against pharmaceutical companies tend to be more common in the US than in

other countries. According to Lybecker and Watkins (2015), for example, “there is no evidence of

any court cases with positive settlement payments documented within the UK.”43

The Lenient Regulation Property (authorization regulation, whenever it is used, tends to be

lenient) is broadly consistent with these applications.44 Of course, if the regulator could also use

subsidies to encourage experimentation, the need for lenient regulation would be weakened. In

an industry like pharma where research subsidies are common, it is then natural to expect more

stringent authorization regulation.

4.2 Preemption Doctrine

The US Supreme Court has been called to rule on preemption in a number of areas, ranging

from drugs (Wyeth v. Levine) and medical devices (Riegel v. Medtronic) to tobacco (Cipollone v.

Liggett Group), road safety (Geier v. American Honda Motor Co.), and boat safety (Sprietsma v.

its surveillance program. See Zuckerman, Brown, and Nissen (2011) on the prevalence of withdrawals of drugs and

medical devices.
40For recent empirical advances on postmarket surveillance see also Ahuja et al. (2021).
41In addition to the failure to warn, product liability typically addresses two other categories of defects. First,

manufacturing defects, when the product does not meet the manufacturer’s own design specification. Second, design

defects, whereby manufacturers are liable of the foreseeable injury risks involved in the product that could have been

avoided using a reasonable alternative design; see Henderson and Twerski’s (1998) account of the American Law

Institute Restatement (Third) of Torts. These two categories are very rarely invoked for drugs.
42In the Vioxx case it was judged that the warnings to physicians were inadequate in light of cardiovascular risks

that became known to Merck.
43The essential difference is that a UK drug manufacturer can avoid litigation by arguing that it was unaware of the

side effect. Lybecker and Watkins (2015) report that UK manufacturers can use the defense that “the state of scientific

and technical knowledge was not such that a producer of products of the same description as the product in question

might be expected to have discovered the defect if it had existed in his products while under his control.”
44In addition to the case of aircraft and drugs, in the area of patents, the United States Patent and Trademark

Office is generous both in terms of initial approvals (Jaffe and Lerner 2007) as well as withdrawals through patents

invalidation, because courts apply a presumption of validity that puts a high burden of proof on the challenger (see

Hall et al. 2004).
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Mercury Marine). According to Sharkey (2008), roughly half of the rulings have been in favor of

the preemption doctrine, suggesting that the question is far from settled.

According to Proposition 5.(b), the preemption doctrine is justified when the positive external-

ity is sufficiently large. In this case, liability should be preempted because experimentation needs

to be encouraged. When the externality is small, instead, liability still has a role to play in addi-

tion to authorization regulation. In this case, not preempting liability allows the regulatory tools

(approval and withdrawal) to be fixed at the first-best levels, liability being thus used to adjust the

experimentation margin. Importantly, liability is not used to affect approval or withdrawal, but

just to control experimentation.

Schwartzstein and Shleifer (2013) also highlight that positive externalities may make preemp-

tion desirable, in a model featuring two types of firms (safe and unsafe) that make an upfront

investment in precaution. They show that preemption should hold only if unsafe firms generate

positive social returns if they fail to take precautions. In this case, firms should be shielded from

future liability if they meet the initial standards set by the regulator. We provide a general condi-

tion under which the preemption doctrine should not hold, based on a mechanism different from

Schwartzstein and Shleifer (2013). We show that liability has a role to play to discourage socially

excessive experimentation when ex ante and ex post precautions are optimally set by the regulator.

Innovative Industries and Digital Markets. We now turn to recent calls for increasing authoriza-

tion regulations in the context of digital markets and innovative industries characterized by strong

network effects. The Stigler Report proposes the creation of a new digital agency, in charge of

monitoring the activities of firms. The report argues that “less disruptive ex post remedies require

ongoing monitoring, which antitrust enforcers are not well-positioned to do. Handing that job

off to a regulator might better serve consumers.” According to this view, the agency could be in

charge of setting ex ante rules on business practices for digital markets.

To address this application, our framework would need to be extended to take into account

the interaction between firms and consumers. While we leave a full analysis to future research,

based on our reduced-form model we expect the payoff for the firm in the two states to increase

when competition is limited, thus resulting in a low positive externality in the good state. To fix

ideas, in the limit case with v f = vG
p , by setting L = vG

p − vB
p the firm’s payoff in state θ = B is

aligned with the social payoff; the first best is then achieved with full liability. In this sense, ex

post competition policy is the optimal regulation if there is no positive externality.

Innovative industries, however, entail a positive externality in the good state. When v f < vG
p ,

our analysis predicts that some form of ex ante regulation should be introduced. By Proposition

5.(b), a lenient competition policy implementing a positive level of—but less than full—liability
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is called for when the positive externality is relatively small. In addition to highlighting the com-

plementarity of ex post liability (competition policy) with authorization regulation, our analysis

prescribes authorization regulation for innovative industries characterized by limited competition.

However, for less mature industries, characterized by strong innovation externalities and more

vigorous competition, the model prescribes that liability-based ex post competition policy should

be lifted in favor of a lenient authorization regime.

Against the backdrop of the recent push toward ex ante regulation in digital markets, our model

thus highlights the role of positive externalities. In the presence of large positive externalities, a

move to ex ante regulation through the creation of a digital agency is particularly warranted for

the purpose of preserving incentives to innovate. Current developments in the UK move in this

direction. Following the Furman Review (2019), the Government has announced the creation of

the Digital Markets Unit within the existing Competition and Markets Authority; the new unit

has been designed as an agency with ex ante regulatory functions and with a deliberate focus on

promoting further innovation (Competition and Markets Authority 2021).

The discussion in the Stigler Report highlights an additional dimension that could also be an-

alyzed by extending our model. Ex ante rules also have the advantage of enhancing predictability

in an environment characterized by large uncertainty. In our model, the firm knows the level of

liability it will face if the state turns out to be bad. Adding uncertainty in the liability level might

tilt the balance in favor of ex ante regulation. Recent events back the validity of this sugges-

tion; the push toward ex ante regulation in digital markets has been driven from existing antitrust

enforcement being criticized as uncertain and slow to react (Madiega 2020).

5 Conclusion

The paper proposes a tractable multi-stage model of experimentation and learning. Thanks to our

simple formulation of incentives in terms of best replies, we are able not only to characterize the

social planner solution, but also to analyze the strategic interaction between a firm with misaligned

objectives and the regulator. Our positive and normative results shed light on the regulation of

activities with uncertain externalities, with a special emphasis on safety.

As ex ante experimentation gives way to ex post learning in the field, the cost of information

acquisition becomes more dependent on the state of the world. This feature is not specific to our

two-stage formulation, but applies more generally to situations where experimentation progresses

to more mature phases from the lab to the bench. Extending the techniques developed in this

paper, it is possible to capture multiple phases of experimentation and the incentives induced.
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This structure could be used to model the design of multiple testing phases, which play a key role

in the regulation of clinical trials.

In the model, authorization regulation and liability are adjusted to preserve the experimenta-

tion incentives of the firm. In practice, other instruments such as subsidies can be used to encour-

age experimentation. If the regulator could subsidize the experimentation cost in the first phase

without constraints, the first best could be achieved. In practice, however, there are some barriers.

First of all, these subsidies need to be financed. Second, firms need to be incentivized to come

forth with information about the value and cost of their inventions. Third, evaluators working for

research funding organizations might have interests not perfectly aligned with social goals.

Throughout the analysis we posited that the regulator maximizes social welfare. In practice

effective authorization regulation requires industry expertise, something difficult to develop in dy-

namic and innovative industries—the devil is in the details. As a complicating factor, specialized

regulators can be easily captured by industry even in advanced democracies (Stigler 1971). More

decentralized solutions, such as liability through private enforcement where victims can sue the

injurers, may economize on information. We leave these important avenues to future work.

.
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A Appendix A: Construction of Best Replies

This appendix presents some foundational results for the construction and comparative statics of

the best replies. These results are used in Appendix B to prove the propositions in the main text.

We report the results for an arbitrary player j who obtains payoffs vG
j > 0 in the good state and

vB
j < 0 in the bad state. In the first-best benchmark player j corresponds to the planner. In the

strategic analysis player j = f corresponds to the firm facing a liability rate L > v f . Appendix C

proves the results reported in this appendix.

A0. Log-odds Parametrization. To facilitate exposition, we derive results using the following

log-odds re-parametrization of beliefs

σ = ln
q

1−q
∈ (−∞,∞).

In this log-odds space, experimentation, approval and withdrawal standards are defined accord-

ingly as s= log s
1−s

, S= log S
1−S

, and z= log z
1−z

. We state the results in the regular belief space,

but use the log-odds parametrization for the proofs.

A1. Hitting Probabilities. We start by reporting some preliminary results about hitting probabil-

ities. The expected unconditional hitting probabilities in the first phase are defined by

Ψ
I(σ) =

eσ

1+ eσ
Ψ

I(σ ,G)+
1

1+ eσ
Ψ

I(σ ,B), ψ
I(σ) =

eσ

1+ eσ
ψ

I(σ ,G)+
1

1+ eσ
ψ

I(σ ,B).

As in Stokey (2009) we find the following closed-form expressions

ΨI(σ ,G) = e−R1(σ−s)−e−R2(σ−s)

e−R1(S−s)−e−R2(S−s)
, ΨI(σ ,B) = eσ−SΨI(σ ,G),

ψ I(σ ,G) = eR2(S−σ)−eR1(S−σ)

eR2(S−s)−eR1(S−s)
, ψ I(σ ,B) = eσ−sψ I(σ ,G),

where R1 =
1
2

(
1−
√

1+ 4r
µ I

)
and R2 =

1
2

(
1+
√

1+ 4r
µ I

)
satisfy R1 < 0, R2 > 0, and R1+R2 = 1.

For the second phase, given withdrawal standard z, the expected unconditional hitting proba-

bility is

ψ
II(σ) =

eσ

1+ eσ
ψ

II(σ ,G,z)+
1

1+ eσ
ψ

II(σ ,B,z)

where

ψ
II(σ ,G,z) = e−r2(σ−z) and ψ

II(σ ,B,z) = er1(σ−z),

with r1 =
1
2

(
1−
√

1+ 4r
µ II

)
and r2 =

1
2

(
1+
√

1+ 4r
µ II

)
such that r1 < 0, r2 > 0, r1+ r2 = 1.

Lemma 1 In the first phase, the expected conditional hitting probabilities ΨI and ψ I satisfy

(1)
∂ΨI(σ ,G)

∂S
= f Ψ

I(σ ,G)< 0, (2)
∂ΨI(σ ,G)

∂ s
= aψ

I(σ ,G)< 0,

(3)
∂ψ I(σ ,G)

∂S
= gΨ

I(σ ,G)> 0, (4)
∂ψ I(σ ,G)

∂ s
= bψ

I(σ ,G)> 0,
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where

a =
R1−R2

e−R1(S−s)− e−R2(S−s)
< 0, b=

R2eR2(S−s)−R1e−R1(S−s)

eR2(S−s)− eR1(S−s)
> 0,

f =
R1e−R1(S−s)−R2e−R2(S−s)

e−R1(S−s)− e−R2(S−s)
< 0, g=

R2−R1

eR2(S−s)− eR1(S−s)
> 0.

In the second phase, the expected conditional hitting probabilities ψ II(σ ,G,z) and ψ II(σ ,B,z)

satisfy

(5)
∂ψ II(σ ,G,z)

∂σ
= −∂ψ II(σ ,G,z)

∂z
=−r2ψ

II(σ ,G,z)> 0,

(6)
∂ψ II(σ ,B,z)

∂σ
= −∂ψ II(σ ,B,z)

∂z
= r1ψ

II(σ ,B,z)> 0.

A2. Expected Payoff Functions and Best Replies. In log-odds, from equation (1) in the main

text, the expected payoff of player j in the ex post phase is given by:

uII
j (S) =

eS

1+ eS

(
vG

j

r

)[
1−ψ

II(S,G,z)
]
+

1

1+ eS

(
vB

j

r

)[
1−ψ

II(S,B,z)
]
, (8)

where

ψ
II(S,z) =

eS

1+ eS
ψ

II(S,G,z)+
1

1+ eS
ψ

II(S,B,z).

Similarly the expected payoff of player j in the ex ante phase

uI
j(σ) = ψ

I(σ)uII
j (s)+Ψ

I(σ)uII
j (S)−

[
1−ψ

I(σ)−Ψ
I(σ)

] c

r
, (9)

where the term uII
j (s)≡ 0 whenever s< z. Using Lemma 1 we can rewrite (9) as

uI
j(σ) = −c

r
+

eσ

1+ eσ
Ψ

I(σ ,G)
[
uII

j (S,G,z)+ e−SuII
j (S,B,z)+(1+ e−S)

c

r

]
+

1

1+ eσ
ψ

I(σ ,G)
[
uII

j (s,G,z)+ e−suII
j (s,B,z)+(1+ e−s)

c

r

]
(10)

where the term uII
j (s,G,z)+e−suII

j (s,B,z) is zero whenever s< z and uII
j (S,θ ,z)=

vθ
j

r
(1−ψ II(S,θ ,z))

for θ ∈ {G,B}.

In the ex post phase, the withdrawal standard is optimally chosen to maximize (8). Using the

hitting probabilities from Section A1, the solution can be expressed in closed form as

z∗ =− ln
vG

j r2

vB
j r1

. (11)

In the ex ante phase, as explained in the main text, the optimal rejection and approval stan-

dards (s∗,S∗) are at the intersection of the upper and lower best replies, with withdrawal in the ex
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post phase set at z∗. The upper and lower best replies are characterized by equations (5) and (4)

in the main text.

The following result characterizes the shape of the best replies in the regular belief space, as

illustrated in Figures 6 and 7:

Lemma 2 Given initial belief q, if player j withdraws at z∗, in the ex ante phase:

(a) the lower best reply s= b j(S) (i) initially grows along the diagonal b j (S) = S for S ∈ [0,z∗],
(ii) decreases in S for S ∈ [z∗,S∗] and (iii) increases in S for S ∈ [S∗,1] to reach 1 at the limit

as S→ 1.

(b) the upper best reply S = B j(s) (i) is constant at B j(s) = S∗ for s ∈ [0,s∗], (ii) decreasing in s

for s ∈ [s∗,s] and (iii) grows along the diagonal B j(s) = s for s ∈ (s,1].

In log-odds the lower best reply b j(S), when interior, is implicitly defined from the first order

condition of (10) with respect to s which using results in Lemma 1 becomes

∂uI
j(σ)

∂ s
=

eσ

1+ eσ
ψ

I(σ ,G)a
[
uII

j (S,G, z
∗)+ e−SuII

j (S,B,z
∗)+(1+ e−S)

c

r

]
where uII

j (s,G,z)+ e−suII
j (s,B,z) in (10) is disregarded because a player choosing s while taking

S as given has only the option to reject and obtain zero. Similarly, in log-odds the upper best reply

B j(s), when interior, is implicitly defined by the first order condition of (10) with respect to S. By

Lemma 1, the upper best reply thus satisfies

∂uI
j(σ)

∂S
=

eσ

1+ eσ
Ψ

I(σ ,G) f

[
uII

j (S,G,z
∗)+ e−SuII

j (S,B,z
∗)+(1+ e−S)

c

r

]
(12)

where the last term in parentheses is the postponement effect, which is zero at z= z∗.45

A3. Shifts of Best Replies. Having described the shape of the best replies, we now characterize

how they shift with changes in vG
j and vB

j , as also illustrated in Figures 6 and 7:

Lemma 3 As vG
j increases:

(a) the withdrawal standard z∗ decreases,

(b) the lower best reply s= b j(S) shifts to the left for S ∈ [z∗,1],
(c) the upper best reply S= B j(s) shifts down for s ∈ [s∗,s].

Lemma 4 As vB
j increases:

(a) the withdrawal standard z∗ decreases,

(b) the lower best reply s= b j(S) shifts to the left for S ∈ [z∗,1],
45Note that in equation (12) we are considering s < z∗. If s > z∗ we would have the additional term

g

[
uII

j (s,G,z
∗)+ e−suII

j (s,B,z
∗)
]
.
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Figure 6: Lower best reply as vG
j increases. Figure 7: Upper best reply as vG

j increases.

(c) the upper best reply S= B j(s) shifts down for s ∈ [s∗,s].

Parameterizing payoffs by α with vB
j = αvB

j and vG
j = αvG

j , we characterize the impact of an

increase in the payoffs in the bad and good state while keeping their ratio fixed:

Lemma 5 As α increases:

(a) the lower best reply s= b j(S) shifts to the left for S ∈ [z∗,1],
(b) the upper best reply S= B j(s) shifts upwards for s ∈ [s∗,s].

The comparative statics of the best replies with respect to z is characterized as follows:

Lemma 6 Let z be any given withdrawal standard and S be any given approval standard. The

lower best reply s= b j(S) and the upper best reply S= B j(s), when interior, are increasing in z if

and only if z> z∗.
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B Appendix B: Proofs of Results in Main Text

Proof of Proposition 1
Step 1. The planner optimally chooses standards (s∗,S∗,z∗) independent from the initial belief q.

In the ex post phase, given any belief σ , the optimal withdrawal z∗ (which solves
∂uII

p (s)

∂z = 0)

is given by z∗ = − ln
r2vG

p
r1vB

p
and does not depend on σ , as explained in Appendix A. Given z∗ and

any initial belief σ , the two optimal thresholds (s∗,S∗) in the ex ante phase are determined by the
intersection of the lower and upper best replies bp(S) and Bp(s).

The lower best reply bp(S) for S> z, is implicitly defined by the first-order condition
∂uI

p(σ)

∂ s =

0. Taking expression (12) for player j = p, bp(S) is characterized by

a
[
uII

p(S,G,z∗)+ e−SuII
p(S,B,z

∗)+(1+ e−S)
c
r

]
+b(1+ e−s)

c
r
− e−s

c
r
= 0, (14)

which implies that bp(S) does not depend on σ . Similarly, the upper best reply Bp(s), when

interior, is implicitly defined by the first-order condition
∂uI

p(σ)

∂S = 0. Taking expression (13) at
z= z∗ for player p, Bp(s) is characterized by

f
[
uII

p(S,G,z∗)+ e−SuII
p(S,B,z

∗)+(1+ e−S)
c
r

]
− e−S

[
uII

p(S,B,z
∗)+

c
r

]
+g(1+ e−s)

c
r
= 0,

where the last term in expression (13), which corresponds to the postponement effect, is zero for
the optimally chosen withdrawal z= z∗. This implies that Bp(s) does not depend on σ .

Step 2. The optimal standards are such that s∗ ≤ z∗ ≤ S∗.
Suppose that z∗ > S∗. Approval would lead to immediate withdrawal (if S∗ ≤ z∗), with no

experimentation by the firm, thus leading to a contradiction. Similarly, suppose that z∗ < s∗, then,
for beliefs σ ∈ (z∗,s∗), the planner would be better off approving rather than rejecting, since that
would yield positive payoffs. This leads to a contradiction.

Proof of Proposition 2
Step 1. If L = L ≡ −eB, firm f withdraws too early z∗ < z f f , rejects too early s∗ < s f f , and
approves too late S∗ < S f f .

In the case of liability, the firm f solves a stand alone problem with payoffs decreased by L
in the bad state. For L = L = −eB the firm has socially insufficient incentives in the good state
v f < vG

p and perfectly aligned incentives in the bad state v f −L = vB
p. Furthermore, from Lemma

3 we know that for any player j as vG
j increases the withdrawal standard z∗ decreases, the upper

best reply B j(s) shifts down, and the lower best reply b j(S) shifts to the left. This implies that
the firm, which faces the same problem as the planner but with lower payoff vG

j in the good state,
withdraws too early, z∗ < z f f . This also implies that B f (s), when interior, lies everywhere above
Bp(s) so that the firm approves too late S∗ < S f f and b f (S), when interior, is everywhere to the
right of bp(S) so that the firm abandons too early, s∗ < s f f .
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Step 2. The optimal liability L∗f f is interior with v f < L∗f f < L≡−eB.
If L≤ v f , firm f has positive payoffs in both states and hence no incentives to conduct costly

experimentation nor to withdraw: s f f = z f f = S f f = 0. The planner thus chooses L∗f f > v f . From
step 1 we know that for L = L, the firm withdraws too early z∗ < z f f , rejects too early s∗ < s f f ,
and approves too late S∗ < S f f . Reducing L increases the firm’s payoff in the bad state v f −L. By
Lemma 4, as vB

j increases, z∗ decreases, the upper best reply B j(s) shifts down, and the lower best
reply b j(S) shifts to the left. Thus, when L is reduced, all three standards s f f , z f f and S f f decrease.
Marginally decreasing L from L = L moves all three standard toward the socially optimal levels,
so that it optimal for the planner to set L∗f f < L, proving result (a).

Step 3. There exists L̂ < L such that z f f (L̂) = z∗, s∗ < s f f (L̂) and S f f (L̂)< S∗.
To induce the firm to withdraw at z f f (L) = z∗, the liability L must be set such that the ratio of

payoffs in the good and bad state is the same for the firm f as for the planner p: v f−L̂
v f

=
vB

p
vG

p
. This

gives L̂ =
v f (vG

p−vB
p)

vG
p

. Given that the firm does not obtain the full social benefits in the good state

(v f < vG
p ), there exists a factor α < 1 such that vB

f = αvB
p and vG

f = αvG
p . By Lemma 5, the lower

best reply of the planner is shifted to the left compared to the lower best reply of the firm for L = L̂
and the upper best reply of the planner is shifted upward compared to the upper best reply of the
firm for L = L̂, as also shown in Figure 2. Thus, s∗ < s f f (L̂)< S f f (L̂)< S∗.

Step 4. The optimal liability level L∗f f is such that s∗f f < s f f < S f f < S∗f f .
Suppose L∗f f > L̂, which implies that firm f ’s payoff in the bad state is now lower than before:

v f −L∗f f < v f − L̂. By Lemma 4 we thus have s f f (L̂)< s f f (L∗f f ). Since s∗ < s f f (L̂) by step 3, this
implies that s∗ < s f f (L∗f f ). Lemma 4 also implies that z f f (L̂)< z f f (L∗f f ) and given that z f f (L̂) =
z∗, this implies that z∗ < z f f (L∗f f ). By way of contradiction suppose then that S f f (L∗f f ) > S∗.
Reducing the liability level from L∗f f would then move all standards closer to their optimal values,
contradicting the optimality of L∗f f . Hence it must be that S f f (L∗f f ) < S∗. Similarly, if L∗f f < L̂,
assuming s f f (L∗f f )< s∗ would lead to a contradiction. This proves result (b).

Step 5. The optimal liability L∗f f is a function of the initial belief q. Moreover, L∗f f < L̂ if and only
if q ∈ [q, q̂) and L∗f f > L̂ if and only if q ∈ (q̂,q].

If q≤ s∗ or q≥ S∗, it is optimal for the planner to commit to a liability rate L such that firm f
immediately abandons in the first case or immediately approves in the second case.

Now consider q ∈ (s∗,S∗), equivalent to σ ∈ (s∗,S∗) in the log-odds space. The optimal
liability level L∗f f is obtained by taking the first order condition with respect to L of expression
(10) for j = p

∂uI
p(σ)

∂L
=

∂uI
p(σ)

∂z

∂z f f

∂L
+

∂uI
p(σ)

∂ s

∂ s f f

∂L
+

∂uI
p(σ)

∂S

∂S f f

∂L
. (15)

For L = L̂ the first term is zero since z f f (L̂) = z∗. The second term is negative since at L = L̂

the planner’s lower best reply is to the left of the firm f ’s best reply implying
∂uI

p(σ)

∂ s < 0 and
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∂ s f f
∂L > 0, given that by Lemma 4 the lower best reply shifts to the left as the payoff in the bad state

increases. By a similar argument, the last term is positive. Overall at L = L̂ the sign of (15) is
determined by the initial belief sigma σ . From equations (12) and (13) with j = p it is immediate

to check that
∂uI

p(σ)

∂ s decreases in σ and
∂uI

p(σ)

∂S increases in σ . As σ → s∗ the marginal value of

increasing approval
∂uI

p(σ)

∂S → 0 implying that (15) becomes negative. Similarly, as σ → S∗ the

marginal value of increasing rejections
∂uI

p(σ)

∂ s → 0, implying that (15) becomes positive.
By continuity there exists σ̂ ∈ (s∗,S∗) such that at L = L̂ (15) is zero and thus L∗f f = L̂. For

σ < σ̂ the first order condition (15) is negative and thus L∗f f < L̂ so as to provide incentives for
experimentation. For σ > σ̂ the first order condition (15) is positive and thus L∗f f > L̂ so as to
delay approval. This proves result (c).

Proof of Proposition 3
(a) For any value of c, under withdrawal regulation the firm ex post value is zero for any q ∈ (0,z)
and positive for q > z. In particular, at any z > 0 the smooth pasting condition of the firm ex
post value with the zero horizontal line cannot hold. This is because from the firm perspective it
is never optimal to withdraw. This generates a kink in the ex post value at z which ensures that
experimentation is valuable for any c.

(b) The payoff in the bad state under the liability regime L(z) is clearly lower than under with-
drawal regulation at z, because v f −L(z) < v f . Lemma 4 (comparative statics of the best replies
for changes in vB

j ) is derived in the case where player j chooses withdrawal optimally and thus
does not apply directly for the case of withdrawal regulation (when z is set by the planner). How-
ever, the proof of Lemma 4.(b) applies and the lower best reply b f (S) is shifted to the left under
withdrawal regulation, so that s f p(z)< s f f (L(z)).

(c) As explained in the main text, the proof of Lemma 4.(c) no longer applies in the case of with-
drawal regulation because of the postponement effect. By implicit differentiation and concavity,

the sign of ∂B f (s)
∂vB

f
is determined by

∂uI
f (σ)

∂S∂vB
j

. From (13) for j = f

∂uI
f (σ)

∂S∂vB
f
=

eσ

1+ eσ
Ψ

I(σ ,G)e−S
[

f
∂uII

f (S,B,z)

∂vB
f

−
∂uII

f (S,B,z)

∂vB
f

+
∂uII

f (S,B,z)

∂S∂vB
f

]
.

The first term in brackets is the opportunity cost of delaying approval, negative by f < 0. The
second term is the value of information and is also negative. Both these terms appear in the proof
of Lemma 4.(c).47 The third term, which captures the postponement effect, is positive.

47The indirect effect, relevant in the proof of Lemma 4.(c), does not appear in our present context. Indeed this
indirect effect corresponds to changes in z following shifts in vB

f . In our current context, z remains fixed.
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Figure 8: Value functions (top panel) and best replies (bottom panel) when the postponement
effect dominates.
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A sufficient condition that guarantees that
∂uI

f (σ)

∂S∂vB
f
< 0 is thus

−
∂uII

f (S,B,z)

∂vB
f

+
∂uII

f (S,B,z)

∂S∂vB
f

< 0

where uII
f (S,B,z) = vB

f
[
1−ψ II(S,B,z)

]
/r. By Lemma 1 this condition is equivalent to

−(1−ψ
II(S,B,z))− ∂ψ II(S,B,z)

∂S
=−

[
1−ψ

II(S,B,z)
]
− r1ψ

II(S,B,z)< 0

where r1 < 0 is defined in Appendix A. Thus, defining ψ̄ = 1
1−r1

, we conclude that ψ II(S,B,z)< ψ̄

implies ∂B f (s)
∂vB

f
< 0, so that S f p(z)< S f f (L̃(z)). This condition holds if for instance c is sufficiently

low as it ensures that S f p(z) is set sufficiently far from z so that ψ II(S f p(z),B,z) is low.

Proof of Proposition 4
Under authorization regulation, the planner controls the approval and withdrawal standards

and the firm chooses the experimentation standards. Thus the key ingredient of the proof is the
comparative statics of the lower best reply.

Suppose both regulatory tools are chosen at their first-best levels, Spp = S∗ and zpp = z∗:

• If eG = 0, firm’s incentives are aligned with the planner in the good state while in the bad
state v f > vB

p. Therefore, as shown in Lemma 4, f ’s lower best reply b f (S) is to the left of
bp(S), thus implying that the firm has excessive incentives to experiment, spp < s∗.

• In the other polar case, if eG = vG
p (or equivalently v f = 0), firm f has no incentive to

experiment ex ante and thus spp = S∗ > s∗. By continuity, there exists ê ∈ (0,vG
p ) such that

if eG = ê then spp = s∗. Moreover, ê is unique since ∂b f (S)
∂v f

< 0 by Lemma 3.

(a) The preliminary results above show that, if eG < ê and regulatory tools are chosen at their
first-best levels, the firm has excessive experimentation incentives spp < s∗. A marginal increase
in Spp above S∗ and a marginal increase of zpp above z∗ induce second-order losses, which are
trumped by first-order gains:

• By Lemma 6 b f (S) is increasing in z if and only if z > 0.48 Setting zpp > z∗ results in a
first-order gain by moving spp closer to s∗.

• By Lemma 2 the lower best reply is increasing in S for S > S∗.49 Setting Spp > S∗ results in
a first-order gain by moving spp closer to s∗.

48Note that for player f the optimal withdrawal is zero i.e., never withdraw.
49Under withdrawal regulation f ’s incentives in the bad state are higher v f > vB

p , therefore from Lemma 4, we
know that B f (s) lies below the planner one Bp(s). Hence, the optimal approval that f would choose is lower than S∗.
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(b) If eG > ê firm f ’s experimentation incentives are insufficient s∗ < spp. Applying the same
arguments as in point (a), we can show that the approval and withdrawal standards should be set
at Spp < S∗ and zpp < z∗ to encourage experimentation.

Proof of Proposition 5
(a) At eG = 0 the optimal liability L∗ = L achieves the first best since p and f incentives in the
good state are perfectly aligned. Authorization regulation, instead, does not achieve the first best.
As shown in Proposition 4, the firm has excessive incentives to experiment in the first phase. At
eG = ê, by Proposition 4 authorization regulation achieves the first best, while optimal liability
leads to an insufficient level of experimentation. By continuity, there exists an intermediate value
ẽ such that the planner uses liability if eG < ẽ.

(b) - (c) The welfare achieved when the planner has access to all three instruments is represented
in Figure 5. For eG = 0, the first best is achieved setting L∗m = L. For eG = ê, we showed that the
first best is achieved using only authorization regulation with S∗m = S∗, z∗m = z∗, and zero liability
Lm = 0.

Consider now eG ∈ (0, ê) and suppose the planner commits to Sm = S∗ and zm = z∗. If Lm = 0,
we know from Proposition 4 that f ’s experimentation incentives are excessive sm < s∗. If instead
Lm = L, using Lemma 3 and Lemma 4, experimentation incentives are insufficient s∗ < sm. By
continuity, there exists L∗m ∈ (0,L) such that sm = s∗. This L∗m is also unique since Lm is decreasing
in eG. Overall, the planner achieves the first best by committing to S∗m = S∗, s∗m = s∗, and L∗m.

At eG ∈ (ê,vG
p ), f ’s incentives are lower in both states. If Sm = S∗ and zm = z∗, using Lemma

3 and Lemma 4, we know f ’s experimentation incentives are insufficient s∗ < sm. Liability has to
be preempted L∗m = 0 since any positive liability would further reduce f ’s experimentation incen-
tives. Finally, using results of Proposition 4, we have that for eG ∈ (ê,vG

p ) optimal authorization
regulation has to be lenient, Sm < S∗ and zm < z∗.

C Appendix C: Proofs for Appendix A

Proof of Lemma 1
For the first part of the result about the ex ante phase see the proof of Lemma B0 in the Online

Appendix of Henry and Ottaviani (2019). The second part of the result about the ex post phase
follows similar steps.

Proof of Lemma 2
(a) We distinguish three cases:

(i) Let S ∈ [0,z∗] where z∗ is the belief at which uII
j (z
∗) is tangent at 0. By way of contradiction

suppose s = b j(S)< S. Since S < z∗, we have uII
j (S) = 0 and this implies that experimenting

for q ∈ (s,S) generates a cost without any informational gain. Player j would be better off
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immediately rejecting at any q ∈ (s,S) which guarantees a payoff of zero. Hence, it must be
that s = b j(S) = S.

(ii) Let S > z∗. The ex post value function uII
j (q) (the blue dot-dashed curve in Figure 9) is

constant at 0 for q ∈ [0,z∗], increasing and positive for q ∈ (z∗,1]. Therefore, uII(S) > 0
and information is now valuable. The solution s = b j(S) is interior and solves (12). The
lower best reply function (the red dashed curve in Figure 9) is first decreasing, reaches
a minimum at s = s∗, when S = S∗, and then increases to reach 1 in the limit as S→ 1.
Given S, increasing the rejection standard s reduces experimentation costs but increases
the probability that the rejection standard is reached before the approval standard with an
associated payoff of zero instead of uII

j (S)> 0. When S = z∗ from part (i) we know that s =
b j(z∗) = z∗. As S increases toward S∗, b j(S) decreases toward s∗ to get closer to the first-best
value function (solid blue line) i.e., adoption and experimentation are strategic substitute.
Figure 9 shows that, when constrained to take S ∈ (z∗,S∗), player j best replies with s =
b j(S). The associated ex ante value function, plotted in thick-yellow, lies everywhere below
the first best ex ante value function in solid blue, is tangent to the 0 line at s = b j(S) and
intersects the ex post value function with a kink at S. As S→ S∗, b j(S)→ s∗ and the yellow
ex ante value function converges to the blue first-best ex ante value. At S = S∗, player j best
replies b j(S∗) = s∗ achieving the first-best solution.

(iii) As S increases from S∗ to 1, b j(S) increases from s∗ to 1. In this case, approval and ex-
perimentation are strategic complements. As shown in Figure 9, when constrained to take
S ∈ (s∗,1], player j best replies with s = b j(S). The associated ex ante value function, plot-
ted in green, lies everywhere below the first-best ex ante value function, is tangent to the 0
line at s and intersects the ex post value function with a kink at S. Note that s= b j(S)= b j(S)
is the best reply to both S and S. Thus, the lower best reply is hump shaped, with the yellow
and green ex ante values overlapping for q ∈ (s,S). As S→ 1, b j(S)→ 1 in order to reduce
the experimentation cost, in the limit when S = 1, b j(1) = 1.

(b) The proof proceed by cases:

(i) For s ∈ [0,s∗) player j can always guarantee himself the solid blue ex-ante value in figure
10 by approving and immediately withdrawing for q ≤ s∗, experimenting for q ∈ (s∗,S∗)
and approving for q ≥ S∗. In Figure 10 we plot the upper best reply with the convention
that q lies to the right of s∗ for any s. With this convention B j(s) = S∗, player j approves as
soon as q hits S∗ or approves and withdraws as soon as q hits s∗. Overall, the constraint of
rejecting at s does not bind for s < s∗. This is because a player in charge of approval only
is nonetheless able to control rejections by approving and suddenly withdrawing. Thus,
B j(s)≡ S∗ whenever s ∈ [0,s∗).
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Figure 9: Construction of the lower best reply (bottom panel) in relation to the corresponding
value functions (top panel).

47



(ii) As s increases from s∗ to s, B j(s) decreases toward the diagonal. At ŝ ∈ (s∗,s) the ex ante
value in dark-yellow lies below the socially optimal value, is tangent to the ex post value at
S = B j(ŝ) and intersects the 0 line at ŝ. As s increases from ŝ the yellow value decreases
toward the blue dashed-dotted ex post value, at s there is no non-empty interval of belief for
which the yellow value is above the ex post value. For s∈ (z∗,s) we still have that B j(s)> s.
Here player j finds optimal to approves at both q ≥ B j(s) and q ≤ s while experimenting
for q ∈ (s,B j(s)). This allows player j to obtain uI

j(s)> 0 instead of obtaining 0 following
immediate rejection.50

(iv) For s ∈ (s,1] the best reply lies on diagonal, B j(s) = s since there is no non-empty interval
of beliefs for which the ex ante value lies above the ex post value. In other words, there is
no belief for which ex ante experimentation is worthwhile.

Proof of Lemma 3

(a) The fact z∗ decreases with vG
j follows directly from expression (11). An increase in vG

j ,
increases the payoffs of player j on the market and delays withdrawal.

(b) For S> z∗, b j(S) is the value of s that solves
∂uI

j(σ)

∂ s = 0. By the implicit function theorem

∂b j(S)

∂vG
j

=−

∂ 2uI
j(σ)

∂ s∂vG
j

∂ 2uI
j(σ)

∂ 2s

.

The concavity of the problem51 implies that the sign of ∂b j(S)

∂vG
j

is determined by the sign of
∂ 2uI

j

∂ s∂vG
j

which is given, using expression (9) for uI
j, by

∂ 2uI
j

∂ s∂vG
j
=

∂ΨI

∂ s

∂uII
j (S)

∂vG
j

. (16)

Next, we show that
∂ 2uI

j

∂ s∂vG
j
< 0; increasing vG

j raises the value of experimentation without

affecting expected costs. According to Lemma 1 the first term of expression (16) ∂ΨI

∂ s is negative;
for given σ and S, increasing s reduces the probability that S is reached first. The second factor
∂uII

j

∂vG
j
= eS

1+eS
1
r

[
1−ψ II(S,G,z∗)

]
> 0 is positive because the ex post value uII

j is increasing in vG
j .

Overall, the lower best reply shifts to the left as vG
j increases from vG

j,l to vG
j,h, as shown in Figure

6.

50In this case B j(s) solves (13) with the additional term g
(

uII
j (s,G,z∗)+ e−suII

j (s,B,z
∗)
)

.
51See Henry and Ottaviani (2019).

48



Figure 10: Construction of upper best reply (bottom panel) in connection to value functions (top
panel).
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(c) As in (b), by the implicit function theorem, the sign of ∂B(s)
∂vG is determined by the sign

of
∂uI

j
∂S∂vG . Since z∗ is a function of vG

j , this can be decomposed in two effects 1) direct effect 2)
indirect effect through z∗

∂uI
j(σ)

∂S∂vG︸ ︷︷ ︸
direct effect

+
∂uI

j(σ)

∂S∂z

∂z∗

∂vG︸ ︷︷ ︸
effect through z∗

. (17)

Direct Effect. The direct effect can be decomposed in two parts. First, an increase in vG
j

increases the opportunity cost of delaying approval. There is an effect going in the opposite
direction: the value of information increases thus encouraging to delay approval. We show below

the first term dominates. At z= z∗, taking derivatives of (13) with respect to vG
j we have

∂ 2uI
j

∂S∂vG
j
=

eσ

1+eσ ΨI(σ ,G) f
r

[
1−ψ II(S,z∗,G)

]
< 0, which is negative by f < 0. This proves that the direct

effect is negative.

Indirect Effect. We now show that the indirect effect is zero for z = z∗. Taking derivatives of
equation (9) with respect to z yields

∂uI
j(σ)

∂z
= Ψ

I(σ)
∂uII

j (S)

∂z

and thus
∂ 2uI

j(σ)

∂S∂z
=

∂ΨI(σ)

∂S

∂uII
j (S)

∂z
+Ψ

I(σ)
∂ 2uII

j (S)

∂S∂z
. (18)

The first term is zero for z = z∗ since, by definition, z∗ is the value of z that maximizes uII
j .

Furthermore uII
j (S) is proportional to

uII
j (S,G,z)+ e−SuII

j (S,B,z),

so that
∂ 2uII

j (S)

∂S∂z
=

[
∂ 2uII

j (S,G,z)

∂S∂z
+ e−S

∂ 2uII
j (S,B,z)

∂S∂z

]
− e−S

∂uII
j (S,B,z)

∂z
. (19)

Using the results of Lemma 1 characterizing hitting probabilities, we can show that
∂ 2uII

j (S,G,z)

∂S∂z =

−r2
∂uII

j (S,G,z)

∂z and ∂ 2uII(S,B,z)
∂S∂z = r1

∂uII(S,B,z)
∂z . So overall, we can rewrite (19), as

∂ 2uII
j (S)

∂S∂z
= −e−S

∂uII(S,B,z)
∂z

+

[
−r2

∂uII
j (S,G,z)

∂z
+ e−Sr1

∂uII(S,B,z)
∂z

]

= −r2

[
∂uII

j (S,G,z)

∂z
+ e−S

∂uII
j (S,B,z)

∂z

]
(20)

where the last equality follows from the fact r1 = 1− r2. By definition of z∗, equation (20) is thus
0 at z= z∗.
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Overall this implies that the indirect effect is zero. Since we showed that the direct effect is
negative, we conclude that the upper best reply shifts down as vG

j increases from vG
j,l to vG

j,h, as
shown in Figure 7.

Proof of Lemma 4
(a) The fact that z∗ decreases follows directly from expression (11) for z∗. An increase in vB

j

increase the expected payoff while on the market at any belief and delays withdrawal.

(b) For S > z, b j(S) is the value of s that solves
∂uI

j(σ)

∂ s . As before, by the implicit function

theorem and the concavity of the problem the sign of ∂b j(S)

∂vB
j

is determined by the sign of
∂ 2uI

j(σ)

∂ s∂vB
j

which is given, using expression (9), by

∂ 2uI
j

∂vB
j ∂ s

=
∂ΨI

∂ s

∂uII
j (S)

∂vB
j

. (21)

According to Lemma (1) the first term of expression (21) ∂ΨI

∂ s is negative. Intuitively, given σ

and S, increasing s reduces the probability that S is reached first. The second term
∂uII

j (S)

∂vB
j

=

1
1+eS

1
r (1−ψ II(S,B,z∗))> 0 is positive since the ex post value uII

j is increasing in vB
j .

(c) As in (b), by the implicit function theorem, the sign of ∂B(s)
∂vB

j
is determined by the sign

of
∂uI

j

∂S∂vB
j
. Since z∗ is a function of vB

j , this can be decomposed in two effects 1) direct effect 2)

indirect effect through z∗

∂uI
j(σ)

∂S∂vB
j︸ ︷︷ ︸

direct effect

+
∂uI

j(σ)

∂S∂z

∂z

∂vB
j︸ ︷︷ ︸

effect through z∗

. (22)

Direct Effect. The direct effect can be decomposed in two parts. First, an increase in vB
j

increases the opportunity cost of delaying approval. There is an effect going in the opposite
direction: the value of information increases thus encouraging to delay approval. We show below
that the first term dominates. Following the same reasoning in Lemma (3) taking derivatives of

(13) with respect to vB
j ,

∂ 2uI
j

∂S∂vB
j
= eσ

1+eσ ΨI(σ ,G) ( f−1)e−S
r

[
1−ψ II(S,B,z∗)

]
< 0 which is negative

since f < 0. This proves that the direct effect is negative.
Indirect Effect. Following steps analogous to Lemma (3), to show that the indirect effect is

zero it is enough to focus on the term
∂ 2uII

j
∂S∂z which can be rewritten as

∂ 2uII
j

∂S∂z
=−r2

[
∂uII

j (S,G,z)

∂z
+ e−S

∂uII
j (S,B,z)

∂z

]
. (23)

At z = z∗ the term in the brackets is zero, thus implying that the indirect effect is zero. Overall,
since we showed that the direct effect is negative, the upper best reply shifts down as vB

j increases.
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Proof of Lemma 5
We derive comparative statics with respect to α . By the implicit function theorem and the

concavity of the problem the sign of ∂b j(S)
∂α

is determined by
∂ 2uI

j(σ)

∂ s∂α
. Taking the derivative of (12)

with respect to α , since
∂uII

j
∂α

= 1
α

uII
j :

∂ 2uI
j(σ)

∂ s∂α
=

eσ

1+ eσ
ψ(σ ,G)

a
α

[
uII

j (S,G,z∗)+ e−SuII
j (S,B,z

∗)
]
< 0

which is negative because a < 0.
Similarly, by the implicit function theorem and the concavity of the problem the sign of ∂B j(s)

∂α

is determined by

∂ 2uI
j(σ)

∂S∂α
=

eσ

1+ eσ
Ψ(σ ,G)

f
α

[
uII

j (S,G,z∗)+ e−SuII
j (S,B,z

∗)− e−SuII
j (S,B,z

∗)
]
> 0 (24)

which is positive because f < 0 and the term uII
j (S,G,z∗)+ e−SuII

j (S,B,z
∗)− e−SuII

j (S,B,z
∗) is

negative as we show next.
At S= B j(s) equation (13) is satisfied. This implies

f
[
uII

j (S,G,z∗)+ e−SuII
j (S,B,z

∗)− e−SuII
j (S,B,z

∗)
]
=−

[
f (1+ e−S)

c
r
− e−S

c
r
+g(1+ e−s)

c
r

]
.

(25)

The term in brackets on the right hand side of (25) is proportional to
∂uI

j(σ)

∂S for a player j with
vG

j = vB
j = 0. Clearly, for this player experimentation is not valuable and it must be that B j(s) = s

or equivalently
∂uI

j(σ)

∂S < 0. Overall, the right hand side of (25) is positive thus implying that the
term uII

j (S,G,z∗)+ e−SuII
j (S,B,z

∗)− e−S(S,B,z∗) is negative.

Proof of Lemma 6
For S> z, b j(S) is the value of s that solves

∂uI
j

∂ s = 0. By the implicit function theorem and the

concavity of the problem the sign of ∂b j(S)
∂z is determined by

∂ 2uI
j

∂ s∂z . Taking the cross-derivative of
(9) with respect to z and s we obtain

∂ 2uI
j

∂ s∂z
=

∂ΨI

∂ s

∂uII
j (S)

∂z
. (26)

From Lemma (1) the first term ∂ΨI

∂ s < 0 is negative. Intuitively, given σ and S increasing

s reduces the probability that S is reached first. The second term
∂uII

j (S)

∂z , being the first order
condition of the ex post problem, is positive whenever z< z∗. Overall, (26) is positive if and only
if z> z∗.

Turning to the upper best reply for s < s̃, B j(s) is the value of S that solves
∂uI

j
∂S = 0. By the

implicit function theorem and the concavity of the problem the sign of ∂B j(z)
∂z is determined by
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∂uI
j

∂S∂z . Taking the derivative of (13) with respect to z we obtain

∂ 2uI
j

∂S∂z
=

eσ

1+ eσ
Ψ

I(S,G)
[

f

[
uII

j (S,G,z)

∂z
+ e−S

uII
j (S,B,z)

∂z

]
− e−S

uII
j (S,B,z)

∂z
(27)

+

[
∂uII

j (S,G,z)

∂S∂z
+ e−S

∂uII
j (S,B,z)

∂S∂z

]]
, (28)

Using the results of Lemma 1 characterizing hitting probabilities, we can show that
∂ 2uII

j (S,G,z)

∂S∂z =

−r2
∂uII

j (S,G,z)

∂z and ∂ 2uII(S,B,z)
∂S∂z = r1

∂uII(S,B,z)
∂z . This together with the fact that r1 + r2 = 1 we have

∂ 2uI
j

∂S∂z
=

eσ

1+ eσ
Ψ

I(S,G)( f − r2)

[
uII

j (S,G,z)

∂z
+ e−S

uII
j (S,B,z)

∂z

]
. (29)

The term in brackets is negative whenever z > z∗ being the first order condition of the ex post
problem. Overall, since f < 0, the expression above is positive whenever z> z∗.

D Appendix D: Model with Adverse Events

This appendix formulates a model for the arrival of information in the second stage alternative to
the Wiener process considered in the paper. Suppose instead that in the second stage bad news
arrives according to a Poisson process. Specifically, assume that in state B the planner obtains
a negative payoff −D with arrival time distributed according to an exponential distribution with
parameter λ .

In this environment, learning in the second phase is different from the baseline. On the one
hand, when no adverse event occurs, players become increasingly confident that the state is G.
On the other hand, an adverse event perfectly reveals that the state is B and triggers immediate
withdrawal by the planner. The incentives of the firm may be (partially) aligned by imposing
liability L as soon as an adverse event occurs.

Once the adverse event occurs, the firm incurs liability but has no incentive to subsequently
withdraw from the market. Withdrawal has to be immediately ordered by the planner following
the adverse event. Before the occurrence of the adverse event, the firm will never withdraw, as it
becomes increasingly confident that the state is G. The planner is thus effectively constrained to
using liability and approval regulation.52

The first phase experimentation problem becomes a standard Wald problem in which upon
approval the planner obtains payoff vG

p =
vp
r > 0 in the good state and vB

p =
vp
r −

λ

λ+r (vp +D)

in the bad state, where D is large enough so that vB
p < 0. The firm obtains vG

f =
v f
r > 0 and

52Learning in this model is too coarse to allow us to analyze the ex ante implications of the stringency of withdrawal
regulation.
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vB
f =

v f
r −

λ

λ+r (v f +L). The model can be seen as a special case of the model analyzed in the main
text, where the withdrawal dimension is removed. The same intuition underlying Proposition 5
applies. When eG is small, given an approval threshold chosen at the fist best level Spp = S∗, the
liability can be adjusted to induce the firm to experiment up to threshold spp = s∗. However, when
eG is larger, liability needs to be preempted to provide experimentation incentives to the firm. As
an immediate corollary of Proposition 5, we obtain:

Proposition 6 (a) Externality Criterion: When the planner has to choose between liability and
authorization regulation, there exists ẽ2 such that the planner uses liability if eG < ẽ2.

(b) Preemption: When the planner has access to both tools, there exists ê2 such that the socially
optimal mix (S∗m,L

∗
m) is such that liability is preempted (Lm = 0) if and only if eG ≥ ê2. For

eG < ê2, liability is not preempted (L∗m > 0) and decreasing in eG.

(c) Lenient Regulation Property: for eG > ê2 approval regulation is more lenient compared to
the first best (S∗pp < S∗).

Proof of Proposition 6
In this setting, under authorization regulation, the planner controls the approval standard and

the firm chooses the experimentation standard. Withdrawal is not relevant because (i) once the
adverse event occurs, the state is learned and withdrawal occurs and (ii) if no adverse event has
occurred, players become increasingly confident that the state is G.

Suppose approval is chosen at the first-best level Spp = S∗:

• If eG = 0, firm’s incentives are aligned with the planner in the good state while in the bad
state v f > vB

p. Therefore, as shown in Lemma 4, f ’s lower best reply b f (S) is to the left of
bp(S), thus implying that the firm has excessive incentives to experiment, spp < s∗.

• In the other polar case, if eG = vG
p (or equivalently v f = 0), firm f has no incentive to

experiment ex ante and thus spp = S∗ > s∗. By continuity, there exists ê2 ∈ (0,vG
p ) such that

if eG = ê2 then spp = s∗.

• Thus, if eG < ê2 and Spp = S∗, the firm has excessive experimentation incentives spp < s∗. A
marginal increase in Spp above S∗ induces second-order losses, which are trumped by first-
order gains. By Lemma 2 the lower best reply is increasing in S for S > S∗. Setting Spp > S∗

results in a first-order gain by moving spp closer to s∗. If eG > ê2 firm f ’s experimentation
incentives are insufficient s∗ < spp. Applying the same arguments, the approval standard
should be set at Spp < S∗ to encourage experimentation.

54



With these preliminary results we now prove parts (a)-(c).

(a) At eG = 0 the optimal liability L∗ = L achieves the first best since p and f incentives in the
good state are perfectly aligned. Authorization regulation, instead, does not achieve the first best.
At eG = ê2, by the preliminary result above, authorization regulation achieves the first best, while
optimal liability leads to an insufficient level of experimentation. By continuity, there exists an
intermediate value ẽ2 such that the planner uses liability if eG < ẽ2.
(b) - (c) For eG = 0, the first best is achieved setting L∗m = L. For eG = ê2, we showed that the first
best is achieved using only authorization regulation with S∗m = S∗ and zero liability Lm = 0.

Consider now eG ∈ (0, ê2) and suppose the planner commits to Sm = S∗. If Lm = 0, we know
from the preliminary results that f ’s experimentation incentives are excessive sm < s∗. If instead
Lm = L, using Lemma 3 and Lemma 4, experimentation incentives are insufficient s∗ < sm. By
continuity, there exists L∗m ∈ (0,L) such that sm = s∗. This L∗m is also unique since Lm is decreasing
in eG. Overall, the planner achieves the first best by committing to S∗m = S∗ and L∗m.

At eG ∈ (ê2,vG
p ), f ’s incentives are lower in both states. If Sm = S∗, using Lemma 3 and

Lemma 4, we know f ’s experimentation incentives are insufficient s∗ < sm. Liability has to be
preempted L∗m = 0 since any positive liability would further reduce f ’s experimentation incentives.
Finally, using the preliminary results above, we have that for eG ∈ (ê2,vG

p ) optimal authorization
regulation has to be lenient, Sm < S∗.
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