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1 Introduction

Standard economic models predict that employment protection legislation reduces job destruction and job creation, hence suggesting that they have an ambiguous effect on unemployment.\(^1\) The negative impact on job creation arises from the anticipation of separation costs, which reduce expected profits. Although this mechanism is clear in theory, it has very little empirical support.\(^2\) In this paper, we show that the anticipation effect does play a key role in reducing job creation, but also in increasing job destruction, thus inducing significant employment losses. To establish this finding, we use a discontinuity in the relation between seniority and severance payments in case of unfair dismissal.

Until September 2017, French employers had to pay at least six months’ salary to their employees whose seniority exceeded two years in case of unfair dismissal. We show, relying on data, that this regulation entails a hike in severance payments which induces a significant rise in the job separation rate just before the two-year threshold, followed by a drop of even greater magnitude. We devise a search and matching model which accurately reproduces the shape of the separation rate, and use the discontinuity at two years to identify its structural parameters. Estimating the model allows us to quantify the hike in layoff costs at the two-year threshold, and to separate the procedural from the severance components. We find that total layoff costs increase with seniority and are about four times larger than the expected severance payments of laid-off workers at two years of seniority. Procedural costs are therefore very large due to the extreme complexity of rules and procedures defined by the French labor code.

Once these costs have been quantified, we run counterfactual experiments to evaluate their impact on job tenure, labor market flows and unemployment.\(^3\) In our empirical context, job protection reduces expected job duration for low skilled workers, but increases it for high skilled workers. The negative impact of job protection on job duration is driven by the anticipation effect: as firms foresee that they will have to pay higher costs in the future in the event of a separation, they find it optimal to anticipate the separation decision. The anticipation effect, which raises the destruction of jobs with short tenure, is counterbalanced by the well-known labor hoarding effect which lowers the separation rate for jobs with long tenure. The anticipation effect dominates for low skilled workers because they usually land jobs with small initial surpluses. The presence of the minimum wage amplifies this effect because it prevents downwards wage adjustments that could dampen the

\(^1\)See for instance Bentolila and Bertola (1990) or Mortensen and Pissarides (2011).
\(^2\)Scarpetta (2014).
\(^3\)Although we focus on the French employment legislation, our approach could be applied to a broader set of countries because discontinuities in severance packages after a seniority threshold are fairly common, as shown by the OECD job protection database: http://www.oecd-ilibrary.org/employment/data/employment-protection-legislation_lfs-epl-data-en
impact of severance payments on profitability.

These findings rely on an empirically relevant property of the model consistent with the strongly decreasing profile of separation rates for jobs with short tenure. The fragility of low-seniority jobs, mostly overlooked by the literature on employment protection so far, implies that the anticipation effect is empirically important, especially in the presence of wage floors. In our empirical context, this suggests that job protection does not achieve its goal since it makes job retention less likely. However, in the absence of wage floors, or when the surplus of starting jobs is sufficiently high, the anticipation effect can be dominated by the labor hoarding effect. This is why we find that job protection raises the job duration of skilled workers, although it decreases that of unskilled workers.

We also take into account the impact that job protection has on job creation when we simulate its effect on unemployment. We find that job protection significantly raises unemployment for skilled and unskilled workers. This result is driven to a large extent by the fragility of low-tenured jobs, which implies that job protection raises the destruction of these jobs and significantly lowers their rate of creation. The unemployment impact of job protection is larger for the unskilled because the surplus of their jobs is lower and the minimum wage is more likely to be binding, but it is also strong and significant for skilled workers.

**Related literature.** Our paper is connected to several strands of literature. A large literature relying on theoretical models indicates that firing costs have countervailing effects on the firing and hiring margins. Bertola and Bentolila (1990) find in their seminal paper that employment protection legislation has a larger impact on firms’ propensity to fire than to hire, thus suggesting that stringent regulations actually increase average employment in the long-run. Their conclusion has been qualified by subsequent research. For instance, Sargent and Ljungqvist (2008) underline that the overall impact of firing costs depends on the volatility of the economic environment. They argue that microeconomic turbulences which emerged in the 1980s turned firing costs from beneficial to detrimental.

Contributions which analyze the effect of job protection increasing with tenure confirm that job protection has an ambiguous impact on employment (Blanchard and Landier, 2002; Cahuc and Postel-Vinay, 2002; Güell and Rodriguez-Mora, 2017; Lalé et al., 2016). These contributions also stress that job protection is detrimental to workers who are unemployed or employed with a short tenure while it is beneficial to insiders. One limitation of this literature is that it does not precisely evaluate how seniority affects job separation. In order to properly evaluate the impact of job protection, we rely on contributions which explain the negative relation between seniority and the likelihood of separation (Jovanovic, 1979; Shimer, 1999; Moscarini, 2005; Pries, 2004; Prat, 2006). These contributions show that memory-less stochastic processes for productivity, like the Poisson
process widely used in search and matching models, cannot explain why job fragility decreases with seniority. We add to this literature by introducing job protection, which depends on seniority, in a search and matching model where idiosyncratic job productivity follows a geometric Brownian motion. It is well known that this type of model can account for the negative relation between seniority and the job separation rate. We show that this setup also explains the rise in the job separation rate prior to the point at which seniority is triggered and layoff costs suddenly increase, as well as the drop in the separation rate just after that seniority is reached. Our analysis complements the contributions which have indicated that the anticipation of layoff costs increases the turnover of jobs with short tenure, by quantifying this mechanism and showing that it can be empirically so large that it dominates the usual labor hoarding effect, thus yielding a negative relation between average employment duration and the stringency of the legislation. We find that this detrimental effect is more important for low skilled workers, especially in the presence of binding wage floors.

A second literature has evaluated the structure of costs that firms face when adjusting their employment using surveys about hiring and separation costs (Abowd and Kramarz, 2003; Kramarz and Michaud, 2006; Garibaldi and Violante, 2005; Boeri et al., 2017). This literature reports information on several components of separation costs. However, it does not analyze the empirical relation between provisions of employment protection legislation and the layoff costs to the employers. This issue is nevertheless very important as it is clear that the impact of employment protection legislation on layoff costs depends, among other elements, on its interpretation by labor courts, on the length, the cost and the uncertainty of the legal process (Bertola et al., 1999; Ichino et al., 2003; Galdon Sanchez and Guell, 2003; Garibaldi and Violante, 2005; Besancenot and Vranceanu, 2009; Goerke and Neugart, 2015). We complement this literature by using original data about severance payments gathered from more than 27,000 court rulings and by providing a framework that links provisions of the employment protection legislation to the actual layoff costs. Information from court rulings allows us to compute the expected severance payments of laid-off employees. Then, we identify the procedural component of layoff costs at two-year seniority from the change in the job separation rate and in the expected severance payment. Our framework, although applied to a specific case, can be used in different contexts insofar as most provisions of employment protection legislation depend on job seniority. Its main advantage is that it makes it possible to empirically...
distinguish the procedural from the severance components. Our evaluation indicates that proce-
dural costs are significantly larger than severance payments. These findings are consistent with the
legal literature which stresses that the extreme complexity of the French employment protection
legislation is very difficult to manage for employers.\footnote{Ray (2017).}

Moreover, our framework allows us to look at the impact of layoff costs on labor flows and un-
employment. From this perspective, we complement the large empirical literature which has de-
veloped empirical strategies to identify the impact of job protection by relying on reduced form
models. Our results are in line with empirical findings based on natural experiments which consist-
tently suggest that more stringent job protection increases the turnover of jobs with short tenure,
generally temporary jobs, but has either very weak or no significant impact on the turnover of jobs
with long tenure, thereby reducing rather than increasing average worker security (Schivardi and
Torrini, 2008; Centeno and Novo, 2012; Hijzen et al., 2017).

Finally, our approach is also related to the contribution of Garicano, Lelarge and van Reenen
(2016) who use firm size-contingent laws to identify the equilibrium and welfare effects of labor
regulation. Their study relies on a static model and applies it to France, where many labor laws
start to bind when firms have 50 or more employees. They also structurally estimate the key pa-
rameters of their model to run counterfactual analysis. We show that a similar approach can be
used in a dynamic setup to analyze the consequence of employment protection legislation on la-
bor market outcomes. Accounting for equilibrium effects is particularly important for the analysis
of job protection insofar as job protection has effects on job destruction, job creation and wages.

The rest of the paper is organized as follows. Section 2 is devoted to the description of the
institutional background. The model is laid out in section 3. Section 4 presents the estimation
and the implications of the model regarding job stability in a partial equilibrium setting where the
arrival rate of job offers is exogenous. Section 5 explores the consequences of job protection when
the arrival rate of job offers is endogenous. Section 6 concludes. All proofs are relegated to the
Appendix.

2 Institutional background

It is well known that employment protection legislation tends to decrease the job separation rate
for workers with long tenure, but can have opposing effects for workers with little seniority (Blan-
chard and Landier, 2002; Cahuc and Postel-Vinay, 2002). This is particularly true in France, where
job protection becomes really stringent after two years of seniority. Past this threshold, employers
have to pay at least six months’ salary to their employees in case of unfair dismissal on a perma-
nent job. Prior to this threshold, no minimum amount is required. To avoid the cost of breach of permanent contracts, employers make a extensive use of temporary contracts. In principle, temporary contracts may be used in special circumstances only: to replace an employee who is absent, to cover changes in business activity or for seasonal work. Nevertheless, about 90% of hires are on temporary contracts. In the period covered by our study, temporary contracts could be renewed only once, with a maximum total duration (including the two subsequent contracts) of 18 months. However, if the renewal of the contract is associated with changes in tasks, employers can renew temporary contracts more than once and so keep the same worker in a temporary position for more than 18 months. This strategy is widely used by French employers to avoid permanent contracts. But it becomes less profitable when the tenure of the employee exceeds two years because the employee can then go to court if her contract is not renewed, and ask for a requalification of her temporary contract into a permanent contract, arguing that the circumstances required to use a temporary contract are not fulfilled. If the request of the employee is successful, the job separation induced by the non-renewal of the temporary contract is interpreted as a layoff by the court. Then the employer has to pay a severance of at least six months’ salary whenever tenure is beyond two years.

In order to evaluate the impact of this legislation on actual compensation for wrongful contract breach, we rely on data from the Ministry of Justice. In the French system, labor Courts (Prud’hommes councils) are in charge of litigation about labor contract breach. However, the decision of the Prud’hommes councils, which are mainly composed of non-professional judges, are appealed in most of the cases: the appeal rates are, according to Guilloneau and Serverin (2015), between 60% and 67% in the 2004-2013 period. Because of such high appeal rates, compensations for wrongful contract breach decided at the Appeal Court level are a better measure of the compensation paid by firms. Our information about compensations for wrongful contract breach relies on the analysis of more than 27,000 French Appeal Court rulings from 2003 to 2012. Figure 1, which reports the average compensation by quarter of job seniority, clearly shows that the compensation jumps upwards at the two-year threshold.

The analysis of job separations shows that their likelihood changes dramatically around the

---

7This rule has been changed by a law issued on 22 September 2017 restricting its application to cases of wrongful dismissal following illegal behavior of the employer like harassment or discrimination. When it was in force, the rule applied to firms with more than 11 employees according to the labor code, but the analysis of court rulings shows that there is a significant hike in compensations for wrongful dismissal at 2 years of seniority for employees belonging to firms with less than 11 employees.

8Milin (2018).

9These data are presented in Appendix D.

10The job separation probability presented here includes transitions from employment to unemployment for consistency with the theoretical model. The hike before the two-year threshold is also apparent when all separations are taken into account.
Figure 1: Average compensation in case of appeal for wrongful contract termination (in monthly wage) and seniority (in quarter).
Note: The graph represents a binscatter which groups the variable on the horizontal axis into equal-sized bins, computes the mean of the variables on the horizontal and vertical axes within each bin, and creates a scatterplot of these data points using a sample of 27,936 French Appeal Courts rulings over 2003-2012. The compensation for wrongful termination reported on the vertical axis is the average compensation for all litigations for contract breach, including the cases where the employee gets no compensation (39.9% of litigations).

Figure 2: The relation between seniority and quarterly hazard rate from employment to unemployment.
Note: Individuals working in the private sector, aged 15 to 54, with at most high school degree. Subsidized jobs are excluded.
two-year threshold, thus mirroring the discontinuity in the compensation for wrongful termination. The job separation rate is estimated from the French Labor Force Survey over the 2003-2012 period. The Labor Force Survey provides information about the seniority of workers within the firm (in months) and a range of individual characteristics. Figure 2 displays the relation between the job separation rate and job seniority of workers aged from 15 to 54, who have completed at most their high school degree and work in the private sector.\textsuperscript{11} It is clear that the job separation rate strongly decreases with seniority until the fifth quarter. Then, the job separation rate increases until the eighth quarter. Between quarters eight and nine, there is a huge drop, and from quarter nine the hazard rate slowly decreases with seniority.

In the rest of the paper, we provide and estimate a model that explains this non-monotonic relation between seniority and job separation. According to our model, the increase in the job separation probability from quarter five to quarter eight, and the drop from quarter eight to quarter nine, are induced by the increase in layoff costs at the two-year threshold. Moreover, we can use the size of the drop to identify the layoff costs which are not available in survey data. Once the layoff costs are estimated, together with the other parameters of the model, it becomes possible to evaluate their impact on labor market flows and on unemployment.

3 The model

Set-up. We consider an overlapping generations model in continuous time where people are born and die at rate $\chi$. There are two goods: output, which is the numéraire, and labor. Individuals are risk neutral and discount the future at rate $\rho$. They are either employed or unemployed. Unemployed individuals sample job offers at the exogenous rate $\lambda$. Inasmuch as 95% of French employees are covered by collective agreements, with high binding minimum wages, it is important to account for wage floors. For the sake of simplicity, we first present the model in the case where the wage is exogenous. This restriction is relaxed in Section 3.2 where wages are endogenized through Nash bargaining in the presence of wage floors to account for the fact that some workers, even among the low skilled, earn more than the minimum wage.

It is well known that the standard Mortensen-Pissarides (1994) model, in which productivity dynamics are driven by draws from a stationary distribution with constant Poisson arrival rate, cannot reproduce the relation between seniority and separations described in the previous section since it predicts that jobs are destroyed at a constant rate. By contrast, Shimer (1999) and Prat (2006) have shown that a negative relation between job separation and seniority arises naturally if productivity

\textsuperscript{11}The benchmark estimation of the model developed below covers this population of low skilled workers.
follows a geometric Brownian motion.\textsuperscript{12} In a discrete time set-up, this means that the output of a worker of tenure \( t \), denoted by \( x_t \), starts at value \( x_0 \) drawn from an exogenous distribution, and then obeys the following law of motion

\[
\log x_{t+1} = \log x_t + \mu + \varepsilon_t, \quad \text{with} \quad \varepsilon_t \sim \mathcal{N}(0, \sigma^2). \tag{1}
\]

The coefficient \( \mu \) is a deterministic drift which accounts for the accumulation of job-specific human capital, and \( \varepsilon_t \) is a normal random variable with zero mean and variance \( \sigma^2 \). Because it simplifies many derivations, we will build our model in continuous time. Letting the time interval in equation (1) go to zero, while preserving the overall variance of the productivity process, yields a geometric Brownian motion. Then the flow output of a worker with tenure \( t \) satisfies the stochastic differential equation

\[
dx_t = (\mu dt + \sigma dB_t) x_t, \tag{2}
\]

where the stochastic component \( B_t \) is a standard Brownian motion. One can think of \( B_t \) as the sum of uncorrelated normal random variables with zero mean and unit variance per period. Our specification implies that, in the absence of job selection, log-productivity among workers starting from the same \( x_0 \) and with tenure \( t \) is normally distributed with mean \((\mu - \sigma^2/2)t\) and variance \( \sigma^2t \).

We also introduce a source of uncertainty such that jobs are suppressed when hit by random shocks which arrive at Poisson rate \( \delta \). These separations are the results of discontinuous and strongly negative drops in profitability. Besides those jobs destroyed for reasons exogenous to our model, others will be terminated when their productivity becomes too low to cover the opportunity cost of employment.

We first focus on a simple benchmark case where starting jobs are not covered by job protection, and layoff costs are constant from tenure \( T > 0 \). This stylized case allows us to analytically study the impact of the discontinuity in layoff costs. Then we consider a generalization of this step function where layoff costs, besides being discontinuous at two years, increase with seniority from the start of the job spell. This specification will be used in the empirical part since, as argued in the previous section, it accurately describes the profile of severance payments in France.

### 3.1 Benchmark case with constant layoff costs for protected jobs

We assume in this subsection that starting jobs can be destroyed at zero cost until they are transformed into protected jobs at tenure \( T \), which corresponds to the two-year threshold presented

\textsuperscript{12}A related finding was already outlined in Jovanovic (1979). Jovanovic’s set-up was fundamentally different from the one considered in this paper since he assumed that matches are experience goods with constant average productivity. Then job separation is triggered when the belief about a match productivity falls below some threshold. This mechanism has been embedded into a general equilibrium setting by Pries (2003) and Moscarini (2005).
above. All workers who reach tenure $T$ see their jobs upgraded to protected ones, the destruction of which requires spending the cost $F > 0$. When a job is destroyed and the layoff costs have been paid, the value of the job is equal to zero.

**Protected jobs.** We analyze the problem recursively, starting with protected jobs and then reinserting their optimal values to solve for that of non-protected jobs. By definition, the profit flow of a match is equal to output $x$ minus the exogenous wage $w$, and the firm has to pay the layoff costs $F$ when the job is destroyed. Thus, the profit of a protected job with current output $x_t$, denoted by $J(x_t)$, solves the optimal stopping problem

$$J(x_t) = \sup_{\tau \geq t} \mathbb{E}^{x_t}\left[ \int_t^\tau e^{-(r+\delta)(s-t)}(x_s - w)\,ds - e^{-(r+\delta)(\tau-t)}F \right],$$

where $r \equiv \rho + \chi$. The integral is the present value of the profit flow. The term after the integral indicates that profits are expected until some random date $\tau$ at which the job becomes unproductive and is destroyed at cost $F$. The supremum is taken over the set of possible stopping times within $[t, +\infty)$ where the destruction date $\tau$ is a stopping time that is measurable with respect to the filtration $\mathcal{F}_t$ generated by $B_t$. $E^{x_t}$ denotes the expectation operator, conditional on $x_t$. Given that $J(\cdot)$ is a strictly increasing function of output, separation occurs when $x_t$ breaches the reservation threshold $R$ such that $J(R) = -F$. This is a standard optimal stopping problem, the solution of which can be derived in closed-form. As shown in Appendix A, the values of $R$ and of profits $J(x)$ read

$$J(x) = \frac{x}{r+\delta - \mu} - \frac{w}{r+\delta} - \left( \frac{R}{r+\delta - \mu} - \frac{w - (r+\delta)F}{r+\delta} \right) \left( \frac{x}{R} \right)^\alpha,$$

where $\alpha \equiv \frac{1}{2} - \frac{\mu}{\sigma^2} - \sqrt{\left( \frac{1}{2} - \frac{\mu}{\sigma^2} \right)^2 + \frac{2(r+\delta)}{\sigma^2}}$ and

$$R = \frac{\alpha}{\alpha - 1} \left( \frac{r+\delta - \mu}{r+\delta} \right) \left[ w - (r+\delta)F \right].$$

The value of a job, $J(x)$, is made of three terms. The first two terms represent the expected value of future profits. The last term is the option value of job destruction. The reservation output $R$ decreases with $F$ as firms procrastinate more before laying-off their workers when firing costs are higher. In the extreme cases where $(r+\delta)F > w$, the reservation output becomes negative and, since output is by definition positive, firing is never optimal. To rule out prohibitive firing costs, we shall henceforth assume that $(r+\delta)F < w$.

**Non-protected jobs.** Non-protected jobs can be destroyed at zero cost. Although layoff costs do not directly affect the profits of non-protected jobs, firms know that jobs have to be either transformed into protected jobs or destroyed at tenure $T$. This is why the value of a non-protected job, denoted by $J_n(x; t)$, depends not only on current output but also on tenure $t$. The terminal condition
\( J_n(x, T) = J(x) \) ensures that employers anticipate the losses induced by employment protection legislation once they become binding.

Not all jobs reach tenure \( T \) either because some are hit by an exogenous destruction shock, or because their output falls below the reservation barrier, denoted by \( R(t) \). In the latter case, firms destroy jobs as their value becomes negative, so \( J_n(R(t), t) = 0 \) for all \( t \in [0, T) \). Since the value of jobs varies with tenure, the separation threshold of non-protected jobs cannot be flat. Intuitively, as the transformation date nears, jobs become less valuable and separation more attractive.

Formally, the value of a non-protected job solves the following optimal stopping problem

\[
J_n(x_t, t) = \sup_{t \leq \tau \leq T} \mathbb{E}^{(x_t, t)} \left[ \int_t^\tau e^{-(r+\delta)(s-t)}(x_s - w)\,ds + e^{-(r+\delta)(T-t)}J(x_T) 1_{\{\tau=\tau\}} \right],
\]

where the stopping time \( \tau \) is \( F_t \)-measurable and \( 1_{\{\tau\}} \) is the indicator function. The terminal condition implies that the value of non-protected jobs is equal to that of protected jobs if and only if the relationship lasts until tenure \( T \). As explained in Appendix A, the continuation region \( C \) is bounded below by the optimal boundary \( R(t) \), i.e. \( C = \{(x, t) \in \mathbb{R}^+ \times [0, T) : x > R(t)\} \). The boundary which separates the continuation region from the termination region does not have a closed form solution but can be approximated numerically using the procedure described in Appendix C.

**Properties of the separation threshold.** Even though we cannot analytically characterize the separation rule for non-protected jobs, we are able to establish its most salient features.

**Proposition 1** The boundary \( R(t) \) is strictly increasing in \( t \) and in the level of firing costs \( F \), i.e. \( R'(t) > 0 \) and \( R(t; F) < R(t; F + \varepsilon) \) for all \( \varepsilon > 0 \) and all \( t \in [0, T) \).

**Proof.** See Appendix A. \( \blacksquare \)

Proposition 1 states that the continuation region shrinks over time. As seniority increases, the firm anticipates that it will soon have to transform the job into a protected one; this reduces the option value of waiting and so dissuades firms from hoarding labor. This *anticipation effect* implies that layoff costs \( F \) have a negative impact on the duration of non-protected jobs. The left-hand panel of Figure 3 illustrates how the reservation threshold increases regularly until the conversion date \( T \), where it drops suddenly as job protection starts to take effect.

**Proposition 2** The separation threshold is discontinuous at \( T \) where it exhibits a negative drop (i.e. \( \lim_{t \to T^-} R(t) > R \)), the size of which is increasing in the firing costs \( F \).

**Proof.** See Appendix A. \( \blacksquare \)

Proposition 2 shows that the magnitude of the drop is increasing in \( F \) for two reasons. First, layoff costs raise \( R(t) \) before \( T \), because they reduce the value of protected jobs and thus the option value of non-protected jobs. Second, the barrier \( R \) prevailing after \( T \) shifts down because it
Figure 3: The shape of the reservation productivity (left-hand panel) and the effects of an increase in firing costs (right-hand panel)

Note: In the left-hand panel, the bold line represents the reservation productivity $R(t)$, the thin lines display some output paths; in the right-hand panel, the arrows indicate the effect of firing costs $F$ on the reservation productivity $R(t)$.

becomes more costly to separate, which fosters labor hoarding after $T$. The impact of an increase in firing costs $F$ is displayed in the right-hand panel of Figure 3.

To understand why the properties described in Propositions 1 and 2 enable us to reproduce the hazard rate displayed in Figure 2, it is useful to recall what happens when the separation threshold is flat. In this case, jobs with unlucky draws are weeded out over time, and the distribution of productivity among surviving jobs becomes more and more skewed to the right. Self-selection mechanically raises average productivity and so exerts downward pressure on the rate of separation, which decreases with seniority.\textsuperscript{13}

The natural tendency of the separation rate to decline with seniority is counteracted by the increase in the separation barrier $R(t)$. Balancing the tension between these two countervailing forces enables us to match the empirical hazard rate. Early on, the separation rate decreases because self-selection dominates. Then, as the transformation date nears, the anticipation effect takes over, generating a hike in separations which culminates at the two-year threshold. Finally, when employment protection legislation becomes binding, the number of separations follows the fall in reservation productivity and drops to a lower plateau.

\textsuperscript{13}For very short job spells, the hazard rate does not always decrease because a job’s starting productivity is necessarily higher than its reservation value, so that endogenous separation can only occur after a series of negative shocks. This usually takes some time which explains why the hazard rate with constant firing costs is actually hump-shaped in seniority. However, the increasing portion can be made arbitrarily short by setting the initial productivity as close as necessary to the reservation boundary.
3.2 Increasing layoff costs and wage bargaining

Figure 1 shows that the average compensation for wrongful termination of labor contracts increases with tenure, with an upward jump at the two-year threshold. This suggests that, besides the discrete hike at two years, layoff costs increase regularly with job seniority. We account for this feature of French legislation by extending our model so as to let layoff costs, now denoted by $F(t)$, increase linearly with tenure $t$ on two segments separated by an upward jump at tenure $T$:

$$F(t) = \begin{cases} 
\phi_n t & \text{if } 0 \leq t < T \\
\phi_n T + \phi_0 + \phi_p (t - T) & \text{if } T \leq t 
\end{cases}$$

(7)

where $\phi_n$, $\phi_0$, and $\phi_p$ are non-negative parameters.

To account for the fact that there are workers paid above the minimum wage, we extend the model by assuming that wages are bargained over subject to the minimum wage constraint.\footnote{See Flinn (2006), for a similar approach in a framework without job protection.} Wages are continuously negotiated according to the following non-cooperative game. At each point in time, the worker and the employer can make alternating offers. When one of the players offers a wage, the other player either accepts or rejects the offer. If the offer is accepted, then the bargaining ends and the offered contract is implemented. If the offer is rejected, then the game proceeds to another bargaining round after a short time delay, denoted by $\Delta_w$ if the worker has just rejected an offer by the firm or by $\Delta_f$ if the firm has just rejected an offer by the worker. In the next round, the player who last rejected an offer makes a counteroffer, which again can be either accepted or rejected. The game goes on in this way over an infinite horizon. During the bargaining game, production stops and the worker and the firm bargain according to the value of output at the beginning of the negotiation. The solution to this game, described in appendix B, implies that the worker and the firm agree instantly at each point in time to provide the share $\beta = \Delta_f / (\Delta_w + \Delta_f)$ of the job surplus to the worker. The wage on a job with current output $x$ is

$$w(x) = \max \left\{ \beta x + (1 - \beta) rU + (r + \delta) [\beta F(t) + (1 - \beta) F_e(t)] - \beta \frac{dF(t)}{dt} - (1 - \beta) \frac{dF_e(t)}{dt}, w_{\min} \right\},$$

(8)

where $U$ stands for the value function of an unemployed worker, while $F_e(t) \leq F(t)$ denotes the severance pay which is a component of layoff costs that has different effects on wages than the procedural costs component. In line with the French legislation, we assume that the severance pay increases linearly with tenure $t$ on two segments separated by an upward jump at tenure $T$:

$$F_e(t) = \begin{cases} 
\phi_{en} t & \text{if } 0 \leq t < T \\
\phi_{en} T + \phi_{e0} + \phi_{ep} (t - T) & \text{if } T \leq t 
\end{cases}$$

(9)

where $\phi_{en}$, $\phi_{e0}$, and $\phi_{ep}$ are non-negative parameters.
The negotiated wage increases with the layoff costs because they raise the threat point of the worker in the bargaining process. The wage is negotiated only when current output is above the threshold
\[
\bar{x} = w_{\text{min}} - (1 - \beta) rU - (r + \delta) \left[ \beta F(t) + (1 - \beta) F_e(t) \right] + \beta \frac{dF(t)}{dt} + (1 - \beta) \frac{dF_e(t)}{dt}.
\]
(10)

Otherwise, when \( x \leq \bar{x} \), the minimum wage \( w_{\text{min}} \) binds. The job destruction rule is the same as when the wage is exogenous: jobs, the value of which is denoted by \( J(x,t) \), are destroyed if output \( x \) falls below the reservation productivity \( R(t) \) defined by \( J(R(t),t) = -F(t) \), with the wage being equal to \( w(x) \). Appendix C describes the numerical method used to solve the model with seniority dependent layoff costs and negotiated wages with wage floors.

4 Estimation

4.1 Data and estimation procedure

The parameters of the model are the discount rate \( r \), the death rate \( \chi \), the exogenous job separation rate \( \delta \), the workers’ outside option \( rU \), the bargaining parameter \( \beta \), the determinist drift \( \mu \) and the variance \( \sigma^2 \) of the Brownian motion, the coefficients \( \{\phi_0, \phi_{en}, \phi_{ep}\} \) and \( \{\phi_0, \phi_n, \phi_p\} \) parameterizing the effect of tenure on severance payments and on layoff costs, the mean \( \gamma \) and the variance \( \zeta^2 \) of the distribution of initial productivity which we assume to be lognormal.

The benchmark estimation focuses on low skilled individuals aged from 15 to 54, who have completed at most their high school degree and work in the private sector. To avoid overstretching the identification power of the model, we first fix a subset of parameters using direct empirical counterparts. We set the value of the annual discount rate \( \rho = r - \chi \) to 4%, while the annual probability of death \( \chi \) is set to 0.1%, in line with the death rate of the population aged from 15 to 54 years.\textsuperscript{15} The exogenous annual job separation rate \( \delta \) approximates the asymptotic limit of the annual job separation probability, which converges to 2.94% in the Labor Force survey (see Figure 2). The coefficients \( \{\phi_{en}, \phi_{ep}\} \) parameterizing the effect of tenure on severance payments are chosen to match the average expected severance payments depending on seniority using the Appeal Court rulings data (see Appendix D). The results, displayed in Figure 4, imply that the vector \( \{\phi_0, \phi_{en}, \phi_{ep}\} \) is equal to \( \{0.3368, 0.0401, 0.0422\} \).

We cannot estimate the bargaining power of workers because we would need to observe output per worker, which is not directly available in any data set. We therefore follow the standard practice in the literature and normalize the bargaining parameter \( \beta \) to 0.5. We will assess later the sensitivity

Figure 4: The components of severance payments

Note: The average severance payments are displayed on the top-left graph. They are equal to

\[ F_e(t) = \text{stemp}(t)[\text{legaltemp}(t) + \text{sevtemp}(t)] + \left[1 - \text{stemp}(t)\right][\text{legalperm}(t) + \text{sevperm}(t)] \]

where \( t \) stands for the years of seniority, \( \text{stemp}(t) \) is the share of temporary jobs terminations in all job separations (bottom-right graph), \( \text{legaltemp}(t) \) is the legal severance for termination of temporary contracts, equal to 33% of the monthly wage per year of seniority, \( \text{sevtemp}(t) \) is the expected compensation in case of wrongful termination of temporary jobs, equal to the probability of prosecution (bottom-left graph) times the average compensation decided by the Appeal courts (top-right graph), \( \text{legalperm}(t) \) is the legal severance for termination of permanent contracts, equal to 20% of the monthly wage per year of seniority, and \( \text{sevperm}(t) \) is the expected compensation in case of wrongful termination of permanent jobs, equal to the probability of prosecution (bottom-middle graph) times the average compensation decided by the Appeal courts (top-middle graph). For more details, see Appendix D.
of our results with respect to this normalization. A proper identification of the deterministic drift of
the Brownian motion $\mu$ would also require information about output per worker. Since the returns
on tenure are estimated to be very small in France, especially for low skilled workers (Beffy et al.,
2006), we use $\mu = .005$ as our benchmark value and report results for different values of $\mu$ that are
consistent with empirical evidence.

The remaining parameters of the model are estimated by fitting the distribution of quarterly job
separation rates according to job seniority and the wage distribution among job entrants. Since it
is well known that there is no clear bunching at the minimum wage in France in the Labor Force
Survey data (Laroque and Salanié, 2002), we allow for the possibility that hourly wages are not
accurately measured and let their observations be contaminated by proportional measurement er-
rors drawn from a lognormal distribution centered around one, with standard deviation denoted by
$\sigma_\varepsilon$. For the estimation, we split the remaining parameters into two vectors $\Theta \equiv \{r_U, \phi_0, \phi_n, \phi_p, \sigma^2\}$
and $\Upsilon \equiv \{\gamma, \zeta^2, \sigma_\varepsilon\}$, and use the following three-stage procedure to estimate their values:

1. For a given value of $\Theta$, we use the numerical algorithm described in Appendix C to simulate
the separation barrier $R(t)$.

2. We infer the vector $\Upsilon$, which contains the mean $\gamma$ and the variance $\zeta^2$ of initial productivities,
by maximum likelihood on the distribution of wages among job entrants.$^{17}$ As explained in
Appendix E.2, the estimates depend on $r_U$ and on the value of the separation barrier for new
jobs $R(0)$ inferred in the previous step or, to put it differently, on the vector $\Theta$.

3. We choose the values of $\Upsilon$ and $\Theta$ that maximize the likelihood on the distribution of wages
among job entrants and that minimize the distance between the predicted and the actual
distribution of job separation rates.$^{18}$

Note that our estimators are not ‘two-step’ estimators because the optimal vector $\Upsilon$ cannot be
estimated independently from $\Theta$. Instead $\Upsilon$ depends on $\Theta$ and on the vector of observed wages
among job entrants. Hence we do not use $\Upsilon$ to minimize the distance between predicted and
actual hazard rates, but instead to approximate available information about the distribution of
wages. This approach should be favored when one suspects that including $\Upsilon$ in $\Theta$ induces a sig-
nificant bias. Indeed, bypassing the intermediate step of our estimation procedure in favor of full-

---

$^{16}$See Appendix E.2 for the exact specification of measurement errors.

$^{17}$In practice, we include the wages of all workers whose seniority is at most equal to two quarters.

$^{18}$We rely on Monte Carlo methods to infer the job separation rates predicted by the model. To improve accuracy, we
use Quasi-Monte Carlo with quasi-random low-discrepancy sequences (Sobol sequences in our context). We simulate
500,000 paths over a 20 years horizon, with 40 sample points per year. Then we use Brownian bridges to infer the prob-
ability that each path crosses the separation barrier. A series of robustness checks indicates that increasing the number
of paths or varying the size of the time intervals does not improve the accuracy of the simulations.
information estimation would greatly underestimate the amount of wage dispersion observed in the data.

Given that the estimation by maximum likelihood of $\Theta$ is rather standard, we relegate its description to Appendix E.2 and focus instead on the last step of the estimation procedure. For the identification of $\Theta$, we use a Genetic Algorithm to minimize the distance between the simulated and the actual hazard rate of job separation.\(^{19}\) We describe how the empirical moments are constructed and establish the asymptotic properties of our estimator. Each observation in our sample provides information about the seniority of the worker and whether the worker has been separated from his job during the quarter. To put it differently, each observation $x_k = \{ t_k, d_k \}$ contains two pieces of information: the length of the job spell $t_k$, and whether the job is destroyed by the end of the quarter:

$$d_k = \begin{cases} 1 & \text{if the job is destroyed} \\ 0 & \text{otherwise} \end{cases}.$$

The distribution of job separation rates is estimated from the sample $(x_1, ..., x_n)$. It is assumed that the data come from a statistical model defined up to the unknown vector $\Theta$ of parameters. Let us denote by $h_t(\Theta)$ the hazard rate predicted by the model conditional on $\Theta$. Then let us also define, for each tenure $t$, the indicator function $f(d_i, t)$ which takes value one for every separation occurring at tenure $t$ among all workers who reached tenure $t$:

The moment condition reads

$$E[f(d_i, t) - h_t(\Theta)] = 0,$$

where the sample counterpart of $E[f(d_i, t)]$ is

$$\hat{h}_t = \frac{\sum_{i=1}^n 1_{\{t_i=t\}} d_i}{\sum_{i=1}^n 1_{\{t_i=t\}}}.$$

**Proposition 3** Provided that the number of periods $T$ exceeds the size of the parameter vector $\Theta$, an efficient minimum distance estimator of $\Theta$ solves

$$\hat{\Theta} = \arg \min_{\Theta} \left\{ \hat{h} - h(\Theta) \right\}' \hat{\Omega}^{-1} \left\{ \hat{h} - h(\Theta) \right\},$$

where $\hat{h} = (\hat{h}_1, ..., \hat{h}_T)$ is the vector of empirical hazard rates defined in (11), $h(\Theta) = (h_1(\Theta), ..., h_T(\Theta))$ is its theoretical counterpart, and $\hat{\Omega}$ is a symmetric and positive definite weighting matrix, the expression of which is given in (E21).

**Proof.** See Appendix E. \(\blacksquare\)

\(^{19}\)See for instance McCall (2005) for an introduction. Due to the complexity of the objective function (12), derivative based methods such as Newton-Raphson or (steepest) descent methods are inappropriate. Genetic Algorithm methods are derivative free methods which are appealing when there are multiple local optima or when the objective function is not smooth. In particular, Genetic Algorithm methods search in parallel from a population of potential solutions, reducing the risk of being trapped in local optima compared to derivative based methods. We have also considered other (derivative-free) optimization methods, such as simulated annealing or Bayesian estimation (Random walk Markov Chain Monte Carlo), and found that they are less satisfactory in the context of our model, either because they yield less precise estimates and / or require significantly more computational time.
Table 1: Minimum distance estimated parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>$\mu = 0$</th>
<th>$\mu = 0.005$</th>
<th>$\mu = 0.01$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workers’ outside option</td>
<td>$rU$</td>
<td>1.1579</td>
<td>1.1956</td>
<td>1.1996</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.0032)</td>
<td>(.0164)</td>
<td>(.0225)</td>
</tr>
<tr>
<td>Std. Deviation Brownian motion</td>
<td>$\sigma$</td>
<td>2.020</td>
<td>1.832</td>
<td>1.685</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.0030)</td>
<td>(.0022)</td>
<td>(.0026)</td>
</tr>
<tr>
<td>Discontinuity of firing costs at 2 years</td>
<td>$\phi_0$</td>
<td>.0343</td>
<td>.0300</td>
<td>.0363</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.0006)</td>
<td>(.0004)</td>
<td>(.0006)</td>
</tr>
<tr>
<td>Slope firing costs before 2 years</td>
<td>$\phi_n$</td>
<td>.2259</td>
<td>.1547</td>
<td>.2032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.0032)</td>
<td>(.0022)</td>
<td>(.0039)</td>
</tr>
<tr>
<td>Slope firing costs after 2 years</td>
<td>$\phi_p$</td>
<td>.1479</td>
<td>.1456</td>
<td>.1999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.0019)</td>
<td>(.0024)</td>
<td>(.0029)</td>
</tr>
<tr>
<td>Mean initial productivity</td>
<td>$\gamma$</td>
<td>.9459</td>
<td>.8228</td>
<td>.7740</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.0354)</td>
<td>(.0197)</td>
<td>(.0383)</td>
</tr>
<tr>
<td>Std. Deviation initial productivity</td>
<td>$\zeta$</td>
<td>.3086</td>
<td>.2935</td>
<td>.2847</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.0045)</td>
<td>(.0035)</td>
<td>(.0079)</td>
</tr>
<tr>
<td>Std. Deviation measurement errors</td>
<td>$\sigma_e$</td>
<td>.1217</td>
<td>.1267</td>
<td>.1295</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.0018)</td>
<td>(.0010)</td>
<td>(.0016)</td>
</tr>
</tbody>
</table>

Note: When applicable parameters are for annual frequency. Firing costs parameters are proportional to the annual minimum wage. The model is estimated for different values of the deterministic drift $\mu$ of the Brownian motion consistent with empirical evidence in Beffy et al. (2006). $\mu$ is set to .005 in the benchmark case used in the rest of the paper. Bootstrapped standard errors in parentheses, with 200 resampled datasets and 500,000 paths.

4.2 Results

The estimates are reported in Table 1. In the benchmark case where the annual returns on seniority $\mu$ are equal to .005, initial productivities are sampled from a lognormal distribution with mean $\gamma = 0.82$ lower than the hourly minimum wage, the value of which is normalized to one. The workers’ outside option $rU$, which includes the value of searching for a new job, is above the minimum wage. Workers nonetheless find it worthwhile to accept jobs that pay the minimum wage because productivity, and thus future wages, do not remain constant. This growth option drives a negative wedge between the reservation productivity and the opportunity cost of employment. The size of the gap is proportional to the volatility parameter $\sigma$.

Total layoff costs, $F$, which comprise the severance payments and the procedural costs are not observable directly. They are estimated by fitting the job separation rate and the wage distribution of job entrants. Figure 5 shows that total layoff costs increase with seniority with a jump at the two-year threshold where there is a sudden hike whose order of magnitude is similar to the hike in severance payments. The total layoff costs hike at two years is triggered by the increase in average severance payments displayed in Figures 4 and 5. It is clear that procedural costs are significant, as they are 3.9 times larger than the expected severance payments obtained by employees at two years of seniority and 3.3 larger at ten years of seniority. The procedural costs can arise from the time and resources needed to deal with rules and procedures, which are particularly complex in
Figure 5: The relation between estimated layoff costs, severance payments and job seniority
Note: Layoff costs $F$, measured in share of the monthly minimum wage, are estimated from the model. Severance payments $Fe$ are computed from the data as explained in Appendix D.

France,\textsuperscript{20} from the length of procedures, from the advance notice and the lawyer fees. It is worth noting that the procedural costs are significant from the beginning of the employment relationship. This finding is consistent with the empirical probability of lawsuit, which is positive for the termination of both temporary and permanent jobs, from the very beginning of employment spells, as shown by Figure 4. From the perspective of employers and workers, procedural costs are red tape, which reduce the surplus of jobs, wages, profits and job duration.

Table 1 shows that these results hold for different values of the deterministic drift of the Brownian motion $\mu$ consistent with empirical evidence: the estimated values of $\phi_0$, $\phi_n$ and $\phi_p$, which determine the relation between layoff costs and seniority, vary little with $\mu$. Table 5 in Appendix F.1

\textsuperscript{20}Indeed, dismissal procedure is strict and intricate under French law. The employer must give written notice, calling the employee to a preliminary meeting. This notice must mention several pieces of information such as possible assistance for the employee during the preliminary interview. There must be a full 5-working-days delay between the notice and the interview itself. During the preliminary interview, the employer must explain the reasons for the dismissal and has to listen to his employee's remarks. The employer should make no statements as to his decision regarding dismissal. The employer may be assisted by one of his employees but cannot be represented by someone who is not part of the company. Then, following a full 2-working-days delay after the interview, the dismissal letter must be sent by registered mail. The termination letter should mention reasons for dismissal. Content and form of the letter are important. Upon delivery of the dismissal letter, the notice period starts. It generally varies between one and three months depending on the employee's status. More formal rules, requiring state authorization, apply to union representatives and staff representatives. Non compliance with procedural rules is sufficient reason to claim damages even when there are proper grounds to dismiss the employee. See Ray (2017).
shows that these results are also robust to changes in the value of the bargaining power parameter $\beta$. The robustness of the cost estimates underscores the identifying power of our estimation strategy. Its precision stems from the discontinuity in layoff costs and how it interacts with the anticipation channel. While the fall in the separation rate at two years is mostly determined by the size of the hike in layoff costs $\phi_0$, the progressive increase in the separation rate before two years results from the interplay between $\phi_0$ and the other parameters. Hence fitting how the separation rate evolves with tenure can only be achieved through the identification of a specific combination of parameters.

The accuracy of the model is documented in Figures 6 and 7. Figure 6 displays the simulated hazard rate of job separation and its empirical counterpart. The model is fairly good at tracking the data. In particular, the kink at two years of seniority is reproduced by the model. It is slightly larger in the simulation than in the data, which might be explained by reporting errors around the two-year threshold. We also assess whether our estimates fit the wage distribution among job entrants and among workers with two years of seniority by plotting in Figure 7 the empirical distributions and their estimations by the maximum likelihood procedure described in Appendix E.2. Again, we find that the model accurately replicates the data.
Figure 7: Estimated and empirical densities of hourly wages expressed in units of hourly minimum wages among job entrants

Note: The top graph displays the wage densities of entrant workers with 2 quarters of seniority at most. The bottom graph displays the wage densities of workers with 2 years of seniority. Source: Labor Force Survey (Enquête emploi, INSEE), 2003-2012.

Figure 8: Impact of dismissal costs on hazard rates
4.3 Counterfactuals

We now use the structural model to simulate the impact of layoff costs on job turnover. Two experiments are conducted: one where the jump at two years of seniority is deleted, i.e. $\phi_0 = \phi_e_0 = 0$; and a more drastic change where all employment protection components are eliminated by setting the pairs $\{\phi_0, \phi_e_0\}$, $\{\phi_n, \phi_en\}$ and $\{\phi_p, \phi_ep\}$ equal to zero. Additional scenarios, with more complex reforms, are considered in Appendix G.

As expected, eliminating the upward jump in layoff costs irons out the kink at two years and reduces the job separation rate at the beginning of the employment spell (see Figure 8). This shows that the perverse impact of the upward jump in layoff costs arises because layoff costs raise the reservation barrier during the first two years of seniority. The upward jump is counterproductive since it does not protect jobs but instead intensifies their destruction. This is driven by the anticipation effect discussed in the previous section: As firms foresee that they will have to pay higher costs in the future in the event of a separation, comparing future with current layoff costs, they find it optimal to anticipate the separation decision. Due to this anticipation effect, the jump at two years of seniority induces an increase in the job separation rate before the two-year threshold. Instead of taking the risk of turning weakly protected jobs with a low productivity into strongly protected jobs, firms prefer to terminate the employment relationship just before the deadline; this results in a sudden hike of the separation barrier and explains the kink in the hazard rate. In our context, this effect is sufficiently strong to reduce the average job duration (i.e. the average expected duration from the starting date of jobs) which drops from 6.06 to 5.97 years when the jump in labor costs at two years is introduced (see Table 2, Column (1)). For a given rate of job arrival, this drop in the average job duration is necessarily associated with lower employment.\(^{21}\) By contrast, job protection increases the average and the median elapsed durations (see Table 2, bottom part of Column (1)). Hence job protection lowers the separation rate for a majority of employed workers, at each point in time. This tension between the impact of job protection on the average expected duration and on the average elapsed duration helps explain why a majority of workers may support job protection despite its negative effect on employment.

Table 2 indicates that eliminating all layoff costs increases the average expected job duration with respect to its value prevailing under current French regulation. Figure 8 shows that the increase in job duration associated with the elimination of layoff costs is induced by the strong decrease in the job separation rate at the beginning of the employment spell. The effect is quantitatively important because the mode of the productivity density at the start of the employment spell

\(^{21}\)Let us remind readers that steady state employment is equal to the job arrival rate times the average expected duration of jobs from their starting date.
<table>
<thead>
<tr>
<th></th>
<th>Unskilled</th>
<th>Skilled</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Median</td>
</tr>
<tr>
<td>Duration (flows)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual EPL</td>
<td>5.9668</td>
<td>1.7488</td>
</tr>
<tr>
<td>No EPL</td>
<td>6.3411</td>
<td>1.9656</td>
</tr>
<tr>
<td>No jump</td>
<td>6.0600</td>
<td>1.7920</td>
</tr>
<tr>
<td>Elapsed duration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual EPL</td>
<td>7.0681</td>
<td>5.7167</td>
</tr>
<tr>
<td>No EPL</td>
<td>6.9137</td>
<td>5.5452</td>
</tr>
<tr>
<td>No jump</td>
<td>7.0615</td>
<td>5.7030</td>
</tr>
</tbody>
</table>

Note: “Duration (flows)” stands for the expected jobs duration at their starting date. "Actual EPL" stands for the layoff costs estimated in the benchmark case corresponding to the French EPL. "No EPL" is the case without layoff costs, "No jump" corresponds to the actual EPL case with no jump in layoff cost at 2-year seniority threshold, i.e. $\phi_0 = 0$ in Table 2. "Elapsed duration" stands for the average duration of jobs sampled in the stock of jobs. "Unskilled" covers the population of individuals aged 15-54 with at most the high school degree used to estimate the model in the benchmark case. "Skilled" covers the population of individuals aged 15-54 with at least the high school degree.

is close to the threshold value below which jobs are destroyed (see Figure 9). This proximity is instrumental in allowing the model to capture the fragility of jobs with short tenure, which is a well documented stylized fact. Therefore, the strong impact of future layoff costs on the job separation rate at the start of the employment spell relies on a property that is empirically relevant, and that is not captured by standard search and matching models, where productivity changes are driven by a Poisson process which triggers random draws from a stationary productivity distribution. Moreover, this finding is in line with empirical studies relying on natural experiments which consistently find that more stringent job protection increases the turnover of jobs with short tenure, but has either very weak or no significant impact on the turnover of jobs with long tenure (Schivardi and Torrini, 2008; Centeno and Novo, 2012; Hijzen et al., 2017). Overall, in our framework, getting rid of all layoff costs has a significant impact on average expected employment duration, which goes from 5.97 to 6.34 years. Assuming constant job arrival rate, this corresponds to an increase in steady state employment of 6.4%.

Other experiments, in which the profile of layoff costs is changed while their average amount over 20 years of seniority is kept constant are presented in Appendix G. We find that removing the jump at two-year seniority still increases expected job duration because job destruction is reduced at the beginning of employment spells. Appendix G also shows that the removal of layoff costs before two years of seniority reduces average employment duration, because the negative impact of the anticipation of future layoff costs, after two years of seniority, is no longer counterbalanced by job protection before two years.
Figure 9: The relation between seniority and the separation barrier (top graph); the density of starting productivities (bottom graph)

Note: $R(0)$ denotes the value of the barrier for workers with zero seniority. The separation barrier is the threshold value of productivity below which jobs are destroyed.

It is worth mentioning that the minimum wage amplifies the negative impact of layoff costs on profits since wages cannot adjust downwards when the minimum wage binds. In order to illustrate this phenomenon, we estimate the model for skilled workers, belonging to the same age group, i.e. 15-54 years old, who have at least a high school degree, and whose wage is higher than that of the benchmark population, as shown in Appendix H.\footnote{The population in the benchmark estimation comprises individuals aged 15-54 whose education level is at most equal to high school graduation.}

Table 2 shows that job protection \textit{increases} the average expected job duration of skilled workers (Column (3)) but has an opposite impact on the average expected job duration of unskilled workers. It is also clear from Table 2 that the negative impact of job protection on the expected job duration is stronger for low wage workers. This amplification is due to the fact that the average surplus of starting jobs is lower for unskilled workers, and that there are less possibilities to compensate the increase in future labor costs induced by job protection with downward wage adjustments when wages are closer to the minimum wage. All in all, these results suggest that job protection may raise the expected duration of skilled employment but is detrimental to the job stability of low skilled workers, especially when there is a binding minimum wage. This implies that job protection is likely to be counterproductive for low skilled employment in the presence of wage floors, while its effect on skilled employment is more
uncertain. The next section provides further evidence supporting this conclusion.

5 Employment Protection and Unemployment

The previous section identifies the impact of layoff costs on job duration and on employment assuming exogenous job arrival rates. Hence it does not take into account the impact that job protection has on job creation. To fix this shortcoming, we now close the model to endogenize the job arrival rate, an extension which enables us to evaluate the impact of employment protection legislation on the unemployment rate. We start by presenting the labor market equilibrium with endogenous job creation. Then, we proceed to the estimation of the parameters of the model before analyzing its predictions about the effects of job protection.

5.1 Labor market equilibrium

In order to account for job creation, it is assumed that there is free entry into the labor market. Firms must post a job vacancy, which costs \( \kappa \) per unit of time, to recruit a worker. Unemployed workers and job vacancies are brought together through a constant returns to scale matching technology which implies that vacant jobs are filled at rate \( q(\theta) \), with \( q'(\theta) < 0 \), where \( \theta \) denotes the labor market tightness, equal to the ratio of the number of job vacancies over the number of job seekers. Once matches are created, firms draw the output per worker at the start of their employment spell from a sampling distribution, the cumulative distribution function of which is denoted by \( H(x) \). As discussed above, jobs are created only if the output per worker is above the threshold \( R(0) \). Thus, the value of a vacant job, denoted by \( V \), satisfies

\[
\rho V = -\kappa + q(\theta) \int_{R(0)}^{\infty} [J(x, 0) - V] dH(x),
\]

where \( J(x, 0) \) stands for the value of a starting job that produces \( x \) per unit of time. The free entry condition, \( V = 0 \), implies that

\[
\frac{\kappa}{q(\theta)} = \int_{R(0)}^{\infty} J(x, 0) dH(x).
\]

The values of \( J(x, 0) \) and \( R(0) \) have been computed in the benchmark model with exogenous job arrival rates. They depend on one unknown variable only: the discounted expected utility of unemployed workers \( U \). Hence equation (14) has two endogenous variables: the labor market tightness \( \theta \) and \( U \). The discounted expected utility of unemployed workers satisfies

\[
rU = b + \theta q(\theta) \int_{R(0)}^{\infty} [W(x, 0) - U] dH(x),
\]

where \( b \) is the utility flow of unemployed workers. \( W(x, 0) \) denotes the discounted expected utility of an employee who starts on a job which produces \( x \) per unit of time, and so satisfies the following
Bellman equation

\[ rW(x, 0) = \begin{cases} 
  rU + \frac{\beta}{1-\beta} rJ(x, 0) & \text{if } x \geq \bar{x}, \\
  w_{\min} + \delta [U - W(x, 0)] + \mathbb{E}[dW(x, 0)]/dt & \text{otherwise}, 
\end{cases} \]  

(16)

where \( \mathbb{E}[dW(x, 0)]/dt \) depends on \( U \), on the parameters of the geometric Brownian motion and on the threshold \( \bar{x} \) defined in equation (10). Substituting the definition of \( W(x, 0) \) into (15) yields a system of two equations, (14) and (15), in two unknowns, \( \theta \) and \( U \). Equation (14) defines a negative relation between \( \theta \) and \( U \) because \( J(x, 0) \), the value of filled jobs, decreases with the reservation utility of workers. Equation (15) defines a positive relation between the two endogenous variables because the expected utility of unemployed workers increases with the labor market tightness \( \theta \). Therefore, equations (14) and (15) define a unique solution \((\theta, U)\), the existence of which is assumed.

Once the equilibrium values of \( \theta \) and \( U \) are determined, it is possible to get the equilibrium job arrival rate, \( \lambda = \theta q(\theta) \), and the equilibrium job separation rate, \( h(t) \). Since the job separation rate depends on job seniority, the unemployment rate depends on the distribution of times elapsed since labor market entry, or, in other words, on the distribution of labor market experience, denoted by \( e \). The relation between labor market experience and unemployment can be computed from the job separation rate \( h(t) \) and from the unemployment exit rate \( \lambda [1 - H(R(0))] \). It is assumed that the unemployment exit rate does not depend on labor market experience. Then the unemployment rate as a function of labor market experience, \( u(e) \), obeys a Volterra integro-differential equation

\[ \frac{du(e)}{de} = \lambda [1 - H(R(0))] \int_0^e u(s) h(e - s) ds - (\lambda [1 - H(R(0))] + \chi) u(e), \]  

(17)

where \((\lambda [1 - H(R(0))] + \chi)u(e)\) is the mass of unemployed workers of labor market experience \( e \) who find a job or die, while the term \( \lambda [1 - H(R(0))] \int_0^e u(s) h(e - s) ds \) measures the mass of employees of labor market experience \( e \) who lose their job. In this expression, \( \lambda [1 - H(R(0))] u(s) \) is the mass of workers who found a job at labor market experience \( s \), while \( h(e - s) \) is the probability that they lose that job exactly when they reach labor market experience \( e \).

### 5.2 Estimation and calibration

In order to bring the model to the data, it is assumed that the matching function is Cobb-Douglas, which implies that the number of hires per unit of time is equal to \( m [1 - H(R_0)] u^{1-\eta} v^\eta \), with \( \eta \in (0, 1) \), \( m > 0 \), and where \( u \) and \( v \) stand for the number of unemployed workers and of vacant jobs, respectively.

Hence, at this stage, the following parameters of the model remain to be determined: the two parameters of the matching function \( m \) and \( \eta \), the cost of vacancy posting, \( \kappa \), and the utility flow.
of unemployed workers, $b$. We start by presenting the estimation of the elasticity of the matching function $\eta$, before presenting the calibration of $m$, $\kappa$ and $b$.

5.2.1 Estimation of the elasticity parameter of the matching function

The estimation of $\eta$, the elasticity of the matching function with respect to job vacancies, relies on data on unemployment and job vacancies for low skilled workers which come from the French employment agency (Pôle emploi). Firms can post job vacancies at Pôle emploi. This is a free service and Pôle emploi estimates that they deal with almost 50% of the total of French vacancies. These data allow us to compute the labor market tightness, as the ratio of the number of job vacancies posted at the employment agency over the number of unemployed workers registered at the employment agency, at the commuting zone level for blue collars and low skilled white collars for each year from 2009 to 2011. There are 348 commuting zones. Data on hires of blue collars and low skilled white collars at the commuting zone level over the same period come from two data sets provided by the French Ministry of labor. The DMMO register (Déclaration Mensuelle de Mouvements de Main d’Oeuvre), which describes establishments job flows (entries, exits, jobs created and lost, etc.) by type of contract, gender, age, and occupational category. This is an administrative register which is mandatorily filled out by all establishments with more than 50 employees. Information for establishments with fewer than 50 employees relies on the EMMO survey (Enquête sur les Mouvements de Main d’Oeuvre), which is a quarterly survey providing the same information as the DMMO register.

We proceed to the estimation of the parameter $\eta$ of the matching function taking the logarithm of the job finding rate

$$\log f = \eta \log \theta + \psi,$$

where $\theta = v/u$ and $\psi = \log m [1 - H(R(0))]$. The OLS estimates of this equation are exposed to an endogeneity bias arising from the search behavior of agents on either side of the market. For instance, improvements in the matching technology parameter $m$ can raise the labor market tightness $\theta$ and the hiring rate (see Borowczik et al., 2013). This implies a potential correlation between the residuals of the OLS estimation and the labor market tightness which can bias downwards the OLS estimate of the coefficient for the labor market tightness. Thus we need exogenous variations in labor demand to identify the labor market tightness coefficient. We address this issue by using variations across commuting zones over time and we rely on IV estimation following the approach of Bartik (1993). The shift in labor demand in commuting zone $j$ is instrumented by the weighted average of the national rates of growth of the number of entries into employment across industries using commuting zone $j$ industry entries shares as weights.
We measure the tightness \((\theta_{jt})\) and unemployment at the commuting zone level \(j\) at date \(t\) from the employment agency data and the hires from the establishment data. Using \(f_{jt}\) to denote the annual job finding rate, we estimate the following equation

\[
\log f_{jt} = a_1 \log \theta_{jt} + \sum_t b_t 1[\text{date} = t] + c_j + \psi_{jt},
\]

where \(j\) is one of the 348 commuting zones and the date \(t\) varies from 2009 to 2011. The estimation controls for date dummies and commuting zones fixed effects \((c_j)\). Equation (18) is estimated by standard (within) OLS regression, taking first difference to eliminate the commuting zone fixed effect. The shift in labor demand in commuting zone \(j\) at date \(t\) is instrumented by the variable \(z_{jt} = \sum_i s_{ij} E_{ijt}\), where \(s_{ij}\) denotes the average share of entries in industry \(i\) in commuting zone \(j\) in 2005-2006, and \(E_{ijt}\) denotes the growth rate of the number of entries in industry \(i\) in year \(t\), in all commuting zones different from commuting zone \(j\). Lagged values of \(z_{jt}\) are also used as instruments. These instruments are strongly correlated with the labor market tightness, as shown by Table 3. This table reports the estimates of the coefficient \(a_1\) using OLS in column 1 and IV in column 2. Both estimates are highly significant. However, the OLS estimate is lower than the IV estimate, as expected. Taking the IV estimation as our preferred strategy, the elasticity \(\eta\) of the matching function with respect to the number of vacancies amounts to 0.43. This estimate is in the range of those found in previous studies (see e.g. Petrongolo and Pissarides, 2001; Coles and Petrongolo, 2008 or Borowczik et al., 2013).

### 5.2.2 Calibration

Once \(\eta\), the elasticity of the matching function with respect to the number of job vacancies, has been estimated, it is possible to infer the efficiency parameter \(m\). To do this, we use the one-to-one mapping between the job finding rate \(\lambda [1 - H(R(0))]\) and the labor market tightness \(\theta\) defined by the matching function. In order to bring this relationship to the data, we insert the estimate of \(1 - H(R(0))\), the share of contacts that lead to actual job creations,\(^{23}\) into the Volterra equation (17), and then simulate the equation to obtain the relation between the unemployment rate and labor market experience. In line with the data, we assume that individuals with at most a high school degree enter the labor market at age 18, and set the initial level of unemployment equal to its average value of 44.1%. Then we pick the value of \(\lambda\), assumed to be independent of labor market experience, which minimizes the distance between the data and the simulation of the Volterra equation for the unemployment series. Our best estimate yields a value of \(\lambda\) equal to 1.06/0.6804 \(\approx\) 1.55 (see Table 4) and is reported in Figure 10. The model matches the data reasonably well, especially

\(^{23}\)The estimates of \(R(0)\) and \(1 - H(R(0))\) are reported in Figure 9 and in Table 4, Column (1), respectively.
Table 3: Estimates of the parameters of the matching function

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td></td>
<td>IV</td>
</tr>
<tr>
<td>Dep. var.</td>
<td>Labor market tightness (log)</td>
<td></td>
</tr>
<tr>
<td>First stage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entries</td>
<td>.63***</td>
<td>.43***</td>
</tr>
<tr>
<td></td>
<td>(.05)</td>
<td>(.15)</td>
</tr>
<tr>
<td>Entries (-1)</td>
<td>-1.31***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.17)</td>
<td></td>
</tr>
<tr>
<td>Entries (-2)</td>
<td>-0.65***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.12)</td>
<td></td>
</tr>
<tr>
<td>Date FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>Nb. Observations</td>
<td>879</td>
<td>879</td>
</tr>
</tbody>
</table>

Source: Pole emploi and EMMO-DMMO. Note: Estimation of the parameter of the job matching function equation (17) on 348 employment pools from 2005 to 2010. Labor market tightness (log) stands for the first difference in the log of the labor market tightness. Job finding rate (log) stands for the first difference in the log of the job finding rate. (1) Standard OLS; (2) IV regression. As instruments we include commuting zone fixed effects and we use the Bartik type instrument described in the text. ‘Entries’ stands for the weighted average of national growth rates of the number of entries into employment across industries using the commuting zone industry shares averaged on 2005-2006 as weights. For each commuting zone $j$, the national growth rate of the number of entries in industry $i$ in year $t$ is equal to the growth rate of entries in industry $i$ in year $t$ in all commuting zones different from commuting zone $j$. ‘Entries (-1)’ and ‘Entries (-2)’ are the one year and two year lagged values of ‘Entries’ respectively. Robust standard errors in parentheses. * significant at 10 percent, ** significant at 5 percent, *** significant at 1 percent.

Figure 10: Unemployment rate as a function of labor market experience
considering that we are using only one parameter, namely $\lambda$, to fit the whole unemployment series. The equilibrium values of $m$, the efficiency parameter of the matching function, and of the labor market tightness $\theta$, are then inferred from the value of the job finding rate $\lambda \left[1 - H(R(0))\right]$ and from the average duration for vacant jobs, equal to 0.15 year in our data.\footnote{The job finding rate $\lambda \theta^\eta \left[1 - H(R(0))\right]$ and the vacancies duration $\theta^{\eta-1}/m \left[1 - H(R(0))\right]$ define a system in 2 unknown variables, $\theta$ and $m$, insofar as the values of the job finding rate, the vacancies duration, $H(R(0))$, and $\eta$ are known.}

At this stage, there remain two parameters to determine: $\kappa$, the vacancy creation cost, and $b$, the utility flow of unemployed workers. Their values are pinned down by the free entry condition (14) and by the estimated value of the opportunity cost of employment (15) reported in Table 1. We find that the average recruitment and search costs amount to 8 and 5.2 months of minimum wage, respectively.\footnote{The average recruitment and average search costs are equal to $\kappa / q(\theta)$ and $-b / \left[q(\theta)\right]$.}

While the recruitment costs are standard, the search costs are noticeably higher than those commonly used in the search-matching literature. The discrepancy is not specific to our model. As explained in Hornstein et al. (2011), large search costs, or low value of non-market activity, are required to rationalize the amount of wage dispersion observed in the data. The search costs predicted by our model are actually smaller than those resulting from standard search models with constant productivities and exogenous separations for the following two reasons. First, the average lifespan of jobs in our model is proportional to their starting values. This lowers the opportunity cost of accepting a low-paying job because the relationship is not likely to last, so that the worker will soon be free to search for a better job. Second, our estimates are based on the wage distribution among job entrants, whose dispersion is much smaller than that of the wage distribution among all workers.

5.3 Results

The features of the economy in the benchmark case, corresponding to unskilled individuals aged from 15 to 54 with at most a high school degree, are reported in Table 4, Column (1). The unemployment rate amounts to 14.2% and the annual job finding rate, equal to 1.06, implies that the average unemployment duration is close to one year. Column (2) describes the situation without employment protection, where all the firing costs parameters are set to zero. The results indicate that the regulation has a strong detrimental impact on employment. Removing all employment protection reduces the aggregate rate of unemployment by 6.5 percentage points, from 14.2% to 7.7%. This strong drop is induced by more job creations and by the lengthening of job durations.

The third row of Table 4 indicates that the increase in the job finding rate is partly due to a higher rate of successful contacts, i.e. a greater share of jobs whose initial productivity lies above the reservation productivity $R(0)$. In principle, $R(0)$ could increase or decrease since its adjustment is driven
Table 4: General Equilibrium Impact of EPL

<table>
<thead>
<tr>
<th></th>
<th>Unskilled</th>
<th>Skilled</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual EPL</td>
<td>No EPL</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>14.19%</td>
<td>7.75%</td>
</tr>
<tr>
<td>Job finding Rate</td>
<td>1.01%</td>
<td>1.90%</td>
</tr>
<tr>
<td>Successful contacts</td>
<td>42.09%</td>
<td>57.77%</td>
</tr>
<tr>
<td>Durations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (flows)</td>
<td>5.96%</td>
<td>6.23%</td>
</tr>
<tr>
<td>Median (flows)</td>
<td>1.74%</td>
<td>1.94%</td>
</tr>
<tr>
<td>Mean (elapsed)</td>
<td>7.06%</td>
<td>6.86%</td>
</tr>
<tr>
<td>Median (elapsed)</td>
<td>5.71%</td>
<td>5.47%</td>
</tr>
</tbody>
</table>

Note: "Job Finding Rate" is at annual frequency. "Successful Contacts" is the proportion of meetings that induce hires. See Table 2 for the definitions of the other statistics.

by two opposite forces. On the one hand, the workers’ outside option goes up which raises \( R(0) \); on the other hand, expected separation costs decrease which lowers \( R(0) \). Our simulations show that the second channel largely dominates. Hence the job finding rate is higher because firms intensify their recruitment effort and then hire a greater share of contacted workers. All in all, accounting for job creation increases by 20% the impact of the removal of job protection on unemployment.\(^{26}\)

This result is obtained while the wage elasticity of employment predicted by the model is small relative to empirical evidence. The model predicts that a 1% increase in the minimum wage decreases employment by 0.19 percentage point. This result is consistent with the estimates of the elasticity of labor demand, which belong to the interval \([-0.4, -0.07]\) according to the meta-analysis of Lichter et al. (2015), while empirical evidence points to a higher elasticity for low skilled workers in France.\(^{27}\) This suggests that the impact of job protection on unemployment is more likely to be underestimated than overestimated by the model.

Table 4, Columns (3) and (4) show that job protection increases unemployment for skilled workers despite its positive impact on their expected employment duration. Skilled employment is less sensitive to job protection because the surplus of skilled jobs is on average larger, and the minimum wage is less often binding. For these workers, job protection increases employment in partial equilibrium since it (slightly) raises job stability, as shown in Table 2, Column (3). But the sign of the impact on unemployment is reversed when job creation is endogenized, even though the absolute value of the elasticity of skilled employment with respect to the minimum wage is equal to only 6.5% in our setup.

\(^{26}\)From \( 1 - u = L \), one gets \( \Delta u = -\frac{\Delta L}{L} \). Since steady state employment is equal to the job arrival rate times the average expected duration of jobs from their starting date, we can compute \( \Delta L/L \) in partial equilibrium from Table 2, Columns (1). We get \( \Delta L/L = 0.063 \), which yields, with \( u = 0.142 \), \( \Delta u = -0.054 \). Since unemployment decreases by 6.5 percentage point when the reaction of job creation is taken into account, this reaction increases the change in unemployment by 20%.

\(^{27}\)See Cahuc, Carcillo and Le Barbanchon (2019) and the references therein.
6 Conclusion

Employment protection schemes are notoriously hard to reform. Many governments have proposed ambitious liberalization agendas, only to water them down after being faced with unrelenting opposition. Given the political costs, one may presume that such reforms are based on sound and ample evidence. Unfortunately the state of research is not as conclusive as expected.

Our paper contributes to filling this gap by proposing an identification strategy which uses a strong hike in the compensation for unfair dismissal in the French labor code. A similar approach could be applied to other countries whose labor regulations feature similar discontinuities. Our results suggest that employment protection does not work as intended by its proponents since it lowers expected job duration for low skilled workers, who are the main targets of the legislation. More protection leads to less security because firms anticipate their separation decisions in order to avoid paying more firing costs in the future. This mechanism implies that job protection is strongly detrimental to employment in the French context because job protection raises job destruction and reduces job creation. Moreover, we do not find that the negative impact of anticipated costs is driven by the hike at two-year seniority. According to our model, introducing single contracts is not likely to noticeably raise aggregate employment as long as it remains the case that dismissal costs increase with job seniority.

The detrimental impact of job protection results from the interaction between the increasing profile of layoff costs and the fragility of short-tenured jobs. In our model, fragility arises because most jobs are born with a productivity close to the reservation threshold. A promising direction for further research would consist in studying models where fragility is an endogenous feature of the environment. In particular, it would be interesting to combine our empirical strategy with a structural model in the spirit of Jovanovic (1979), where firms and workers gradually learn the quality of their matches. It is well known that Jovanovic’s model also predicts that jobs become less and less fragile over time. However, when compared to our framework, learning has the additional implication that the variance of the state variable decreases with tenure. Studying the consequences of the anticipation effect in this framework would improve our understanding of the impact of job protection.

Further research could also build on our estimates to characterize the optimal design of employment protection legislation. In our framework, job protection improves the welfare of long tenured workers, while it is detrimental to all other workers, the unemployed included. Hence, the existence of job protection legislation, as analyzed in our paper, can be explained by political economy arguments. We nonetheless postponed all normative analysis to future work because our framework
does not include features that are essential in looking at this issue. In particular, it seems important to endow employees with risk-aversion and a more proactive role. Workers respond to news about the stability of their jobs by adjusting their hidden effort and their search intensity. For instance, empirical evidence suggests that the effort of workers drops when their job is transformed from non-protected to protected.\textsuperscript{28} Although such extensions would greatly complicate the analysis by increasing the number of control variables,\textsuperscript{29} we believe that they are worth pursuing, if only to assess the normative implications of our findings.
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APPENDIX

A Characterization of the value functions and reservation threshold

In this Appendix, we focus on the stylized model described in Section 3.1 so that wages are taken as exogenous and firing costs are equal to zero if \( t < T \) and to \( F > 0 \) if \( t \geq T \).

Optimal stopping problem for permanent jobs. The simplest way to approach problem (3) is to analyze it as a free boundary value problem. For all \( x \) within the continuation region, the Bellman equation for \( J(x) \) reads

\[
(r + \delta) J(x) = x - w + \frac{\mathbb{E}^x [dJ(x)]}{dt}.
\]

According to Ito's lemma, the infinitesimal generator of \( J(x) \) is given by \( \mathbb{E}^x [dJ(x)] / dt = \mu x J'(x) + (\sigma x)^2 J''(x) / 2 \). Replacing this expression in the previous equation, we obtain

\[
(r + \delta) J(x) = x - w + \mu x J'(x) + \frac{\sigma^2}{2} x^2 J''(x).
\]

It is well known that the solution of this parabolic differential equation is of the form

\[
J(x) = A x^{\alpha_+} + B x^{\alpha_-} + \frac{x}{r + \delta - \mu} - \frac{w}{r + \delta},
\]

where \( \alpha_+ \) and \( \alpha_- \) are the positive and negative roots of the quadratic equation

\[
\frac{\sigma^2}{2} \alpha^2 + \left( \mu - \frac{\sigma^2}{2} \right) \alpha - (r + \delta) = 0,
\]

while \( A \) and \( B \) are constants whose values are chosen so as to satisfy the boundary conditions of the problem. First, the option to destroy the job becomes worthless when output diverges to infinity so that

\[
\lim_{x \to +\infty} J(x) = \mathbb{E}^x \left[ \int_t^{+\infty} e^{-(r+\delta)(\tau-t)} (x_r - w) \, d\tau \right] = \frac{x}{r + \delta - \mu} - \frac{w}{r + \delta}.
\]

This condition can only be satisfied if \( A = 0 \). The second boundary condition ensures that the value of the job is indeed equal to the layoff cost at the separation boundary \( R \), i.e. \( J(R) = -F \). This value matching requirement is satisfied when the constant \( B = -\left( \frac{R}{r + \delta - \mu} - \frac{w - r F}{r + \delta} \right) R^{-\alpha_-} \). This implies that

\[
J(x) = \frac{x}{r + \delta - \mu} - \frac{w}{r + \delta} - \left( \frac{R}{r + \delta - \mu} - \frac{w - r F}{r + \delta} \right) \left( \frac{x}{R} \right)^\alpha,
\]

which corresponds to equation (4). Finally, the value of the barrier is optimal when it maximizes the value of the job, which is true when \( R \) is given by (5).

Optimal stopping problem for non-permanent jobs. We wish to solve

\[
J_n(x,t) \equiv \sup \limits_{0 \leq \tau \leq T - t} \mathbb{E}^x \left[ \int_0^\tau e^{-(r+\delta)s} f(x_s) \, ds + e^{-(r+\delta)(T-t)} J(x_{T-t}) \mathbf{1}_{\{\tau = T-t\}} \right],
\]

where \( x_t(x) = x \exp \left[ (\mu - \sigma^2/2)t + \sigma B_t \right] \) and \( f(x) \equiv x - w \). The optimal stopping is not standard because the payoff function exhibits a discontinuity at date \( T \). To cast it in a more conventional form, we follow the approach in El Karoui and Karatzas (1991) and introduce the function

\[
G(x,t) \equiv \mathbb{E}^x \left[ \int_0^{T-t} e^{-(r+\delta)s} f(x_s) \, ds + e^{-(r+\delta)(T-t)} J(x_{T-t}) \right],
\]
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By the strong Markov property of (A2), thus

\[
V_n(x,t) \equiv G(x,t) - J_n(x,t) = \inf_{0 \leq \tau \leq T-t} \mathbb{E}^x \left[ \int_{\tau}^{T-t} e^{-(r+\delta)s} f(x_s) ds + e^{-(r+\delta)(T-t)} J(x_{T-t}) 1_{\{\tau < T-t\}} \right].
\]  

(A2)

By the strong Markov property of (A2), \( V_n(x,t) \) is the minimal loss of the standard optimal stopping problem \( V_n(x,t) = e^{r(t)} \inf_{0 \leq \tau \leq T-t} \mathbb{E}^x [H(x,\tau + t)] \). As \( H \) is continuous on \( \mathbb{R}^+ \times [0,T) \), the value function \( V_n \), and thus \( J_n \), are also continuous on \( \mathbb{R}^+ \times [0,T) \). Furthermore, the convexity of \( J(\cdot) \) and the fact that \( J(\cdot) \geq 0 \), imply that the optimal stopping time is given by

\[
\tau^*(x,t) \equiv \inf \{ 0 < \tau < T-t : J_n(x,t) \leq 0 \} \wedge (T-t),
\]

where \( \wedge \) is the minimum operator. The job is therefore destroyed as soon as its value is below or equal to 0. The stopping time can equivalently be defined as an optimal boundary in the output space as\(^{30}\)

\[
\tau^*(x,t) = \inf \{ 0 < \tau < T-t : x_\tau \leq R(t + \tau) \} \wedge (T-t),
\]

where

\[
R(t) \equiv \inf \{ x \in \mathbb{R}^+ : J_n(x,t) = 0 \}, \text{ for } 0 \leq t \leq T.
\]

In other words, the continuation region is of the form

\[
C_t \equiv \{ x \in \mathbb{R}^+ : J_n(x,t) > 0 \} = \{ x \in \mathbb{R}^+ : x > R(t) \}, \text{ for } 0 \leq t \leq T.
\]

**Properties of the separation boundary.** Lemma 4 will be useful to prove Proposition 1.

**Lemma 4** The value of a non protected job \( J_n(\cdot, t) \) is decreasing in \( t \).

**Proof.** We use a pathwise comparison. Let \( \tau^t = \inf \{ 0 \leq s < T-t : X_s(x) \leq R(s) \} \wedge (T-t), \) that is \( \tau^t \) is the optimal stopping time for \( (x,t) \). Consider any \( s \in [0,t) \). Since \( \tau^t \) is feasible for \( (x,s) \) we have

\[
J_n(x,s) - J_n(x,t) \geq \mathbb{E}^x \left[ e^{-(r+\delta)(T-t)} (J_n(x_{T-t}, T-s-t) - J(x_{T-t})) 1_{\{\tau^t = T-t\}} \right] \geq 0.
\]  

(A3)

The last inequality holds because: (i) the reward function of unprotected jobs is strictly higher than that of protected ones; (ii) any stopping time \( \tau \) that is admissible for a protected job is also admissible for a non protected job. Hence, we have \( J_n(x,t) \geq J(x) \) for all \( t \in [0,T] \) and (A3) follows. \( \blacksquare \)

**Proof. Proposition 1:** For any \( t \in (0,T) \), \( \delta^t \in [0,t] \) and \( \varepsilon > 0 \), we have

\[
J_n (R(t) + \varepsilon, t - \delta^t) \geq J_n (R(t) + \varepsilon, t) > 0,
\]

where the first inequality follows from Lemma 4, while the second inequality holds because \( R(t) + \varepsilon \in C_t \). The difference above implies in turn that for any \( \varepsilon > 0 \), \( R(t) + \varepsilon \in C_{t-\delta^t} \) or \( R(t - \delta^t) \leq R(t) \).

To determine the impact of \( F \), we use a pathwise comparison similar to that in Lemma 4. Let \( \tau^F \) denote the optimal stopping time for \( (x,t; F) \) with \( t < T \). Since firing costs do not affect the feasibility of the stopping times nor the flow surpluses of non protected jobs, we have

\[
J_n(x,t; F) - J_n(x,t; F + \varepsilon) \geq \mathbb{E}^x \left[ e^{-(r+\delta)(T-t)} (J(x_{T-t}; F) - J(x_{T-t}; F + \varepsilon)) 1_{\{\tau^F = T-t\}} \right] \geq 0,
\]

\(^{30}\)The shape of the continuation region is a consequence of the fact that \( J_n(x, \cdot) \) is increasing in \( x \). A property that can easily be established using an argument similar to the one used for the proof of Proposition 2.1 in Jacka (1991).
for all $\varepsilon > 0$. The last inequality follows from the closed-form expression for $J(\cdot)$ and the fact that $\partial J(x; F)/\partial F < 0$.

**Proof. Proposition 2:** The proposition is a direct consequence of Lemma 4 and Proposition 1. First, we have shown in the proof of Lemma 4 that $J_n(\cdot, 0) \geq J(\cdot)$, which implies in turn that $R(0) \geq R$. But we also know from Proposition 1 that $R(t)$ is strictly increasing in $t$, so that $\lim_{t \to T^-} R(t) > R(0) \geq R$. The size of the drop is increasing in $F$ because the closed-form expression (5) for $R$ is such that $\partial R/\partial F < 0$, while Proposition 1 implies that $\partial R(t)/\partial F > 0$ for all $t \in [0, T]$.

**B Wage negotiation**

In this appendix, we derive the solution to the wage negotiation game given equation (8). Let us remind readers that the worker and the employer make alternating offers. When one of the players offers a wage, the other player either accepts or rejects the offer. If the offer is accepted, then the bargaining ends and the other party makes a counteroffer, which again can be either accepted or rejected. The game goes on in this way over an infinite horizon. During the bargaining game, production stops. The worker and the firm bargain according to the value of output at the starting date of the negotiation. Moreover, the match is destroyed at exogenous rate $\delta + s$, $s > 0$ during the negotiation game (instead of $\delta$ when production does not stop because the worker and the firm need time to reach an agreement), because the job is more at risk of being destroyed when production stops. The firm pays the layoff cost $F$ if the job is destroyed during the negotiation game for a reason that is not associated with the event arriving at rate $\delta$ (as it is supposed that there is no firing cost for this type of event).

Osborne and Rubinstein (1990) showed that the subgame perfect equilibrium of the negotiation game is a pair of stationary strategies in which the firm (worker) offers the wage $w_f (w_e)$ that makes the other party indifferent between accepting the wage offer instantaneously or waiting his/her turn to make a counteroffer. Let us denote by $W(w, x, t)$, the expected utility of a worker of seniority $t$ employed on a job with current output $x$ and wage $w$. Let us adopt the similar notation, $J(w, x, t)$ for the value function of the firm. Assuming that $\Delta_e$ and $\Delta_f$ are small intervals of time, the equilibrium pair of wages $(w_f, w_e)$ solves

$$W(w_f, x, t) = \frac{1}{1 + r\Delta_e} \left[ 1 - (s + \delta)\Delta_e \right] W(w_e, x, t) + (s + \delta) \Delta_e (U + F_e) ,$$

$$J(w_e, x, t) = \frac{1}{1 + r\Delta_f} \left[ 1 - (s + \delta)\Delta_f \right] J(w_f, x, t) - s\Delta_f F,$$

where $U$ is the expected utility of an unemployed worker, $F_e$ is the severance payment (the transfer from the employer to the employee) and $F = F_a + F_e$ stands for the total layoff costs, including the administrative costs $F_a$. These two equations can be written

$$W(w_f, x, t) - W(w_e, x, t) = -\Delta_e \left( (s + \delta) W(w_e, x, t) - (U + F_e) + rW(w_f, x, t) \right), \quad (B4)$$

$$J(w_e, x, t) - J(w_f, x, t) = -\Delta_f \left( (s + \delta) J(w_f, x, t) + sF + rJ(w_e, x, t) \right). \quad (B5)$$

Both equations imply that $w_f \to w_e$ when $\Delta_e \to 0$ and $\Delta_f \to 0$. Denoting the common limit of $w_f$ and $w_e$ by $w$, one can write

$$\frac{\partial W(w, x, t)}{\partial w} = \lim_{\Delta_f, \Delta_e \to 0} \frac{W(w_f, x, t) - W(w_e, x, t)}{w_f - w_e} ,$$

$$\frac{\partial J(w, x, t)}{\partial w} = \lim_{\Delta_f, \Delta_e \to 0} \frac{J(w_f, x, t) - J(w_e, x, t)}{w_f - w_e} .$$
Using these two equations together with equations (B4) and (B5), we have

\[ \frac{\partial W(w,x,t)}{\partial w} - \frac{\partial J(w,x,t)}{\partial w} = \frac{\Delta_f}{\Delta_f} \left( s + \delta \right) \left[ \frac{W(w,x,t) - (U + F_e)}{(s + \delta) J(w_f, x, t)} \right] + r W(w_f, x, t). \]  

(B6)

Since the wage is a transfer from the firm to the worker, who are both risk neutral, we have \( \frac{\partial W(w,x,t)}{\partial w} = -\frac{\partial J(w,x,t)}{\partial w} \). Thus, the wage solution to equation (B6) solves

\[ J(w, x, t) + \frac{s}{s + \delta + r} F = \frac{\Delta_f}{\Delta_f} W(w, x, t) - \frac{\Delta_f}{\Delta_f} \frac{s + \delta}{s + \delta + r} (U + F_e). \]

If \( s \) is large with respect to \( r \) and \( \delta \), this equation can be written

\[ (1 - \beta) [W(w, x, t) - (U + F_e)] = \beta [J(w, x, t) + F], \]

(B7)

with \( \beta = \frac{\Delta_f}{\Delta_f + \Delta_u} \). As in Cahuc, Postel-Vinay and Robin (2006), the interpretation is that the bargaining power \( \beta \) does not depend on the discount factor and on the destruction rate of operating jobs if these parameters are small enough compared to the job destruction rate during the negotiation process. We assume that this condition is fulfilled.

Let us now derive the expression of the bargained wage of a worker of experience \( t \) on a job with current output \( x \). We have

\[ r J(w, x, t) = x - w - \delta J(w, x, t) + \frac{E [dJ(w, x, t)]}{dt}, \]

(B8)

\[ r W(w, x, t) = w + \delta [U - W(w, x, t)] + \frac{E [dW(w, x, t)]}{dt}. \]

(B9)

The wage bargaining solution (B7) implies that

\[ (1 - \beta) \left( \frac{E [dW(w, x, t)]}{dt} - \frac{dF_e}{dt} \right) = \beta \left[ \frac{E [dJ(w, x, t)]}{dt} + \frac{dF_e}{dt} \right]. \]

Thus, using this equation and substituting (B8) and (B9) into (B7), we get the wage negotiated on a job with current output \( x \)

\[ w(x) = \beta x + (1 - \beta) r U + (r + \delta) (\beta F + (1 - \beta) F_e) - \beta \frac{dF_e}{dt} - (1 - \beta) \frac{dF_e}{dt}. \]

This wage obtains only if it is higher than the minimum wage \( w_{\text{min}} \). Otherwise, the minimum wage applies, as shown by equation (8).

C Solution of the complete model

In this appendix, we detail the methods used to solve the model in which layoff costs increase with tenure and jump at two years as defined by equation (7). The resolution method borrows from the methods used to value American options. The model is solved backwards. It is assumed that the layoff costs reach a plateau after tenure \( T_p > T \) that makes the problem stationary from \( T_p \). It is then possible to solve the model analytically at tenure \( T_p \).

Going backwards in tenure from \( t = T_p \) to \( t = 0 \), the model is then solved numerically. In what follows, we analyze the problem recursively, starting with jobs at tenure \( T_p \) and then reinserting their optimal values to solve for the values of jobs at tenure \( t < T_p \). Tenure from 0 to \( T_p \) can be divided into two sub-periods which correspond respectively to the periods during which the jobs are loosely protected \((t < T)\) and then heavily protected \((t \geq T)\). Let us denote by \( T \) the deterministic tenure from which jobs become protected, i.e. the tenure from which there is a sharp discontinuity on the extent of employment protection.
From tenure $T_p$, the costs of dismissal are constant. Thus, we get back to the standard infinite horizon problem studied in section 3.1. The value of jobs $J(x)$ and of the reservation output $R$ are given by equations (4) and (5) respectively, where the wage $w$ is defined by equation (8).

Not all jobs reach tenure $T_p$, either because some are hit by an exogenous destruction shock, or because their output falls below the reservation threshold, which we denote by $R(t)$. In the latter case, firms destroy jobs when their value is not sufficient to cover the costs of dismissal, i.e. $J_k(R(t), t) \leq -F(t)$, for all $t \in [0, T_p)$. Formally, the profit of a job $J_k(x, t)$ at tenure $t < T_p$ solves the following optimal stopping problems:

\[
J_n(x, t) = \sup_{0 \leq t \leq \tau \leq T} \mathbb{E}(x, t) \left\{ \int_t^\tau e^{-(r+\delta)(s-t)} [x_s - w(x_s)] ds + e^{-(r+\delta)(T-t)} J_p(x_T, T) 1_{\{\tau = T\}} \right\}, \tag{C10}
\]
\[
J_p(x, t) = \sup_{T \leq t \leq \tau \leq T_p} \mathbb{E}(x, t) \left\{ \int_t^\tau e^{-(r+\delta)(s-t)} [x_s - w(x_s)] ds + e^{-(r+\delta)(T_p-t)} J_p(x_{T_p}, T_p) 1_{\{\tau = T_p\}} \right\}, \tag{C11}
\]

where the stopping time $\tau$ is $\mathcal{F}_t$-measurable and $1_{\{\cdot\}}$ is the indicator function. More generally, for an arbitrary deterministic tenure $T$, we wish to solve a problem of the form

\[
J_k(x, t) = \sup_{0 \leq t \leq \tau \leq T} \mathbb{E}^x \left\{ \int_t^\tau e^{-(r+\delta)s} f(x_s) ds + e^{-(r+\delta)(T-t)} J_k(x_{T-t}, T-t) 1_{\{\tau = T-t\}} \right\}, \tag{C12}
\]

where $x_t = x e^{(\mu - \sigma^2/2)t + \sigma B_t}$ and $f(x_t) \equiv x_t - w(x_t)$. We have already shown (see Appendix A) that the value $J_k(x, t)$ solves a standard optimal stopping problem. We can now present the numerical resolution method. Let us rewrite (C12) as:

\[
\left\{ \begin{array}{ll}
(r + \delta) J_k(x, t) = (1 - \beta) (x - rU) - \beta (r + \delta) F + \frac{\mathbb{E}^x[dJ_k(x)]}{dt} & \text{if } x \geq \bar{x}, \\
(r + \delta) J_k(x, t) = x - w_{\min} + \frac{\mathbb{E}^x[dJ_k(x)]}{dt} & \text{otherwise,}
\end{array} \right. \tag{C13}
\]

where $F$ is defined by equation (7), $\bar{x}$ by equation (10) and $\frac{\mathbb{E}^x[dJ_k(x)]}{dt}$ indicates changes in the value of the job over time. Using Ito’s lemma, the Hamilton-Jacobi-Bellman equation (C13) reads as:

\[
\left\{ \begin{array}{ll}
(r + \delta) J_k(x, t) = (1 - \beta) (x - rU) - \beta (r + \delta) F + \mu x \frac{\partial J_k(x, t)}{\partial x} + \frac{\sigma^2}{2} x^2 \frac{\partial^2 J_k(x, t)}{\partial x^2} + \frac{\partial J_k(x, t)}{\partial t} & \text{if } x \geq \bar{x}, \\
(r + \delta) J_k(x, t) = x - w_{\min} + \mu x \frac{\partial J_k(x, t)}{\partial x} + \frac{\sigma^2}{2} x^2 \frac{\partial^2 J_k(x, t)}{\partial x^2} + \frac{\partial J_k(x, t)}{\partial t} & \text{otherwise,}
\end{array} \right. \tag{C14}
\]

This is a system of two second-order partial differential equations in two independent variables (space and time). These are parabolic equations analogous to e.g. the well-known heat equation in physics. Equation (C14) does not admit a closed form expression and thus has to be approximated numerically. We use finite-difference methods for approximating the solutions to (C14). Our preferred method relies on the Implicit Euler Scheme, which contrary to the explicit method ensures the stability of the approximation.\footnote{Alternatively, we could have used the Crank-Nicolson scheme to approximate (C14). For more details on approximation methods see for example Brandimarte (2006, chapter 5).}

Let us index output by $i$ and tenure by $j$. Let us denote by $\delta x$ and $\delta t$ a small interval of output and tenure respectively. The discretization domain is then given by $\{0, \delta x, 2\delta x, ..., M \delta x\}$ for productivity where $M \delta x = x^{\max}$, and $\{0, \delta t, 2\delta t, ..., N \delta t\}$ for time where $N \delta t = T$. We hence get a grid of $(M + 1) \times (N + 1)$ points.

Let us define $J_{i,j} \equiv J_k(i \delta x, j \delta t)$, and use finite difference equations to approximate the derivatives of (C14). The model is solved backward, then we use backward approximation to approximate the derivative with respect to time so that

\[
\frac{\partial J_k(x, t)}{\partial t} \approx \frac{J_{i,j} - J_{i,j-1}}{\delta t}.
\]
We then approximate \( \frac{\partial J_k(x,t)}{\partial x} \) and \( \frac{\partial^2 J_k(x,t)}{\partial x^2} \) using central approximation and standard approximation respectively, such that

\[
\frac{\partial J_k(x,t)}{\partial x} \approx \frac{J_{i+1,j-1} - J_{i-1,j-1}}{2\delta x},
\]

\[
\frac{\partial^2 J_k(x,t)}{\partial x^2} \approx \frac{J_{i+1,j-1} - 2J_{i,j-1} + J_{i-1,j-1}}{(\delta x)^2}.
\]

Substituting these expressions in equation (C14), we get, after some algebra

\[
J_{i,j} = A_iJ_{i-1,j-1} + B_iJ_{i,j-1} + C_iJ_{i+1,j-1} + D_i,
\]

where

\[
A_i = \frac{1}{2} \left( \mu_i - \sigma_i^2 \right) \delta t,
\]

\[
B_i = 1 + \left[ \sigma_i^2 \delta t + (r + \delta) \right] \delta t,
\]

\[
C_i = \frac{1}{2} \left( \sigma_i^2 \delta t + 1 \right) \delta t,
\]

\[
D_i = - \left[ \delta x - w(i\delta x) \right] \delta t,
\]

where \( w(x) \) is defined by (8). We hence link one known value in time layer \( j \) to three unknown values in time layer \( j - 1 \). This equation holds for \( i = 1, \ldots, M \) since \( J_{0,j} \) and \( J_{M+1,j} \) are not defined. It follows that there are \( M - 1 \) equations for \( M + 1 \) unknowns. The remaining two equations are given by the Dirichlet boundary conditions such that \( J_{0,j} = -F(j) \) and \( J_{M+1,j} = J_k(x_{\max},j) \). The Implicit Euler Scheme can be written in the following matrix form:

\[
\begin{pmatrix}
J_{1,j} \\
J_{2,j} \\
J_{3,j} \\
\vdots \\
J_{M-1,j} \\
J_{M,j}
\end{pmatrix}
\begin{pmatrix}
B_1 & C_1 & 0 & 0 & 0 & 0 & 0 \\
A_2 & B_2 & C_2 & 0 & 0 & 0 & 0 \\
0 & A_3 & B_3 & C_3 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & A_{M-1} & B_{M-1} & C_{M-1} \\
0 & 0 & 0 & 0 & 0 & A_M & B_M
\end{pmatrix}
\begin{pmatrix}
J_{1,j-1} \\
J_{2,j-1} \\
J_{3,j-1} \\
\vdots \\
J_{M-1,j-1} \\
J_{M,j-1}
\end{pmatrix}
\begin{pmatrix}
D_1 + A_1J_{0,j-1} \\
D_2 \\
D_3 \\
\vdots \\
D_{M-1} \\
D_M + C_MJ_{M+1,j-1}
\end{pmatrix},
\]

where \( Q \in \mathbb{R}^{M,1,M-1} \) is a positive definite tridiagonal matrix. Knowing the value function at expiration date, we have to solve backwards in time a system of linear equations for each time layer with the following terminal conditions \( J_{i,T} = \max \{ J_p(i,T), -F(T) \} \) for new jobs and \( J_{i,T} = \max \{ J_p(i), -F(T_p) \} \) for protected jobs. In each case, we are then left with \((M + 1 - 2) \times (N + 1 - 1)\) values to compute, i.e. we have to solve for a system of \( M - 1 \) equations with \( M - 1 \) unknowns for \( N \) time layers. To solve this system we use a generalization of the Gauss-Seidel iterative method, the Successive-Over-Relaxation (SOR) method\(^{32}\) whose formulation depends on a relaxation parameter \( \omega \). The system (C16) can be rewritten as

\[
\begin{pmatrix}
B_1 & C_1 & 0 & 0 & 0 & 0 & 0 \\
A_2 & B_2 & C_2 & 0 & 0 & 0 & 0 \\
0 & A_3 & B_3 & C_3 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & A_{M-1} & B_{M-1} & C_{M-1} \\
0 & 0 & 0 & 0 & 0 & A_M & B_M
\end{pmatrix}
\begin{pmatrix}
J_{1,j-1} \\
J_{2,j-1} \\
J_{3,j-1} \\
\vdots \\
J_{M-1,j-1} \\
J_{M,j-1}
\end{pmatrix}
\begin{pmatrix}
J_{1,j} - (D_1 + A_1J_{0,j-1}) \\
J_{2,j} - D_2 \\
J_{3,j} - D_3 \\
\vdots \\
J_{M-1,j} - D_{M-1} \\
J_{M,j} - (D_M + C_MJ_{M+1,j-1})
\end{pmatrix},
\]

Remarking that the tridiagonal matrix \( Q \) can be written as the sum of diagonal matrix of strictly positive elements (\( P \)), a lower triangular matrix (\( L \)) and an upper triangular matrix (\( U \)) such that \( Q = P + L + U \), the

\(^{32}\)A detailed description of this method can be found, for example, in Richardson (2009) or Burden and Faires (2011).
system of linear equations $QJ = D$ can be rewritten in matrix and vector form for the SOR iterative method as (see e.g. Burden and Faires (2011), chapter 7)\textsuperscript{33}

\[
(P + \omega L)J^{(\zeta)} = [(1 - \omega)P - \omega U]J^{(\zeta - 1)} + \omega D,
\]

(C18)

where $\zeta$ is the iteration counter and $\omega$ is the relaxation parameter that remains to be determined. It is then possible to rewrite (C18) as

\[
J^{(\zeta)} = (P + \omega L)^{-1} \left[ (1 - \omega)P - \omega U \right]J^{(\zeta - 1)} + \omega D.
\]

(C19)

The SOR method iteratively solves the left hand side of (C19) using the previous computed value on the right hand side. As the square matrix $(P + \omega L)^{-1}$ is lower triangular, the elements of $J^{(\zeta)}$ are easily computed using forward substitution such that

\[
J_i^{(\zeta)} = (1 - \omega)J_i^{(\zeta - 1)} + \frac{\omega}{Q_{i,i}} \left[ D_i - \sum_{j=1}^{i-1} Q_{i,j} J_j^{(\zeta)} - \sum_{j=i+1}^{n} Q_{i,j} J_j^{(\zeta - 1)} \right].
\]

Note that when $\omega = 1$, we revert to the Gauss-Seidel method. It now remains only to calculate the value of the relaxation parameter. Let $T = P^{-1}(L + U)$ and let us denote by $\rho(T)$ the spectral norm\textsuperscript{34} of the square matrix $T$. The optimal relaxation parameter $\omega$ that ensures convergence is then defined as (see e.g. Burden and Faires (2011), theorem 7.26 for a more formal statement)

\[
\omega = \frac{2}{1 + \sqrt{1 - \rho(T)^2}}.
\]

\[D\] Severance payments

This appendix starts by presenting the data about severance payments before explaining how the coefficients $\phi_{e0}, \phi_{en}, \phi_{ep}$ parameterizing the effect of tenure on severance payments are computed.

D.1 Data

There are 210 Prud’hommes councils in France and 34 Appeal Courts. Our dataset covers the 2006-2012 period, in which there are 102,779 Appeal Court rulings about dismissals. Appeal Court rulings are extracted from the Dalloz web site which covers all the universe of Appeal Court rulings obtained from the Ministry of Justice. Appeal Court rulings are written in very heterogeneous ways. Usually, they describe the features of the employee and of the employer, the dismissal letter, the claims of the parties, the decision of the Prud’hommes council and the compensation for unfair dismissal.

A first dataset gathered information on 3,092 French Appeal Court rulings from 2003 to 2012 relying on systematic analysis by law students in February and March 2016. This information includes the amount of compensations, the seniority, age and gender of workers, the type of contract and a series of other variables. Comparison of rulings comprising different amounts of information among the sample of 3,092 rulings indicates that the amount of compensations for unfair dismissal is not correlated with the information available in the rulings. Then, Phyton programming language was used to extract information from all the Appeal Court rulings. This leads to our sample of 27,936 rulings. Comparison of this sample with the initial sample of 3,092 rulings provides consistent results about the relation between seniority and compensation for unfair dismissals.

\[33\] For a detailed presentation of the SOR method and the pseudo code describing the algorithm necessary for its implementation, see e.g. Brandimarte (2006), Richardson (2009) or Gilli et al. (2011).

\[34\] Let $T^*$ be the conjugate transpose of the square matrix $T$. The spectral norm is defined as the square root of the maximum eigenvalue of $T^*T$, i.e., $\rho(T) = \max_{1 \leq i \leq M + 1} \sqrt{\lambda_i}$ where $\lambda_i$ are the eigenvalues of $T^*T$.
D.2 Computation of \( \{ \phi_{e0}, \phi_{en}, \phi_{ep} \} \)

The coefficients \( \{ \phi_{e0}, \phi_{en}, \phi_{ep} \} \) parameterizing the effect of tenure on severance payments are determined to match the average expected severance payment depending on seniority. To compute these coefficients, we use the dataset of Appeal Court rulings in which we distinguish the separation cost of temporary and permanent contracts.

The share of separations due to temporary and permanent contracts for each quarter of seniority is computed from the Labor Force Survey. These shares are weighted by their associated expected severance payments.

- The expected severance payments for temporary jobs are equal to the sum of the legal severance and of the probability of prosecution times the expected amount of compensation for unfair dismissal in case of prosecution.
  
  - The legal severance for the termination of temporary contracts amounts to 33% of the monthly wage per year of seniority. It corresponds to the “prime de précarité”, equal to 10% of all the remuneration of the temporary contract, which is due by the employer at the termination of temporary contracts which are either not renewed or not transformed into permanent contracts. However, the “prime de précarité” is not due in sectors which make an intensive use of temporary jobs (hotels and restaurants, professional sports, entertainment, audiovisual, film production, education...). See: https://www.service-public.fr/particuliers/vosdroits/F32476. According to the “Fichier National des Allocataires” (UNEDIC), which reports all the labor contracts of all unemployed workers eligible for unemployment benefits, 67% of temporary contracts belong to these sectors. Accounting for these exceptions implies that the legal severance for the termination of temporary contracts amounts to 33% of the monthly wage per year of seniority.
  
  - To infer the probability of prosecution for the termination of temporary contracts at each quarter of seniority, we compute the share of these terminations in our dataset of Appeal Court rulings. Since Appeal Courts are second instance, our dataset of Appeal Court rulings does not cover the whole universe of prosecutions. So, we use the total number of annual prosecutions at Prud’hommes councils provided by Guillonneau and Serverin (2015). Assuming that the probability of appeal against decisions made at the level of Prud’hommes councils is identical for temporary and permanent contracts and does not depend on seniority, we compute the number of prosecutions at Prud’hommes councils for temporary contracts for every seniority. Then, using the Labor Force Survey, we compute the number of separations for every seniority, which allows us to compute the probability of prosecution for the termination of temporary contracts at each quarter of seniority.
  
  - The expected amount of compensation for unfair termination of temporary contracts in case of prosecution is computed from the dataset of Appeal Court rulings. This compensation is due if the temporary contract is requalified into a permanent contract. In this case, the severance is equal to the legal severance plus the compensation for wrongful termination. The information about the type of contract (either permanent or temporary) is available in our dataset.

- The expected severance payments for permanent contracts are equal to the sum of the legal severance and of the probability of prosecution multiplied by the average compensation in case of prosecution after terminations of permanent contracts.
  
  - The legal severance is equal to 20% of the monthly wage per year of seniority.
  
  - The probability of prosecution at each quarter of seniority is computed as for temporary contracts.
The expected amount of compensation for unfair termination of permanent contracts in case of prosecution is computed from the dataset of Appeal Court rulings.

E Minimum Distance Estimator

E.1 Minimum distance estimator

In this Appendix, we establish the consistency of our minimum distance estimator and derive explicitly the efficient weighting matrix. First, let us recall that each observation $x_k = \{t_k, d_k\}$ contains two pieces of information: the length of the job spell $t_k$, and the dummy variable $d_k$ which takes value 1 solely when the job is destroyed by the end of the quarter. For each of these observations, we can construct the random vector $X^{(k)} = \{1_{\{t_k=1\}}d_k, 1_{\{t_k=2\}}d_k, 1_{\{t_k=3\}}d_k, \ldots, 1_{\{t_k=T\}}d_k, 1_{\{t_k=T\}}\}$. We shall use $\overline{X}_i \equiv \frac{1}{n} \sum_{k=1}^{n} X^{(k)}_i$, with $i = 1, \ldots, 2T$, to denote each element of the vector $\overline{X}$ of sample means. The central limit theorem ensures that

$$\sqrt{n}(\overline{X} - \mu) \rightarrow N(0, \Sigma) \tag{E20}$$

as the number of i.i.d. draws $n$ increases. To ease notation, we shall add a subscript to the elements of the limit vector and use the following decomposition $\mu = (\mu_1, \mu_2, \ldots, \mu_T)$. The variance-covariance matrix is easily computed once we note that: (i) $1_{\{t_k=s\}}d_k$ and $1_{\{t_k=s\}}$ are binomial variables, (ii) $1_{\{t_k=s\}}$ and $1_{\{t_k=t\}}$ are mutually exclusive events for all $s \neq t$. Thus $\Sigma$ reads

$$\Sigma = \begin{bmatrix} \sigma_{1,1} & \cdots & \sigma_{1,T} \\
\vdots & \ddots & \vdots \\
\sigma_{T,1} & \cdots & \sigma_{T,T} \end{bmatrix},$$

where

$$\sigma_{i,i} = \begin{bmatrix} -\mu_i^1 \mu_i^2 & -\mu_i^1 \mu_i^2 \\
-\mu_i^1 \mu_i^2 & -\mu_i^1 \mu_i^2 \end{bmatrix}$$

for all $i \in \{1, 2, \ldots, T\}$,

and

$$\sigma_{i,j} = \begin{bmatrix} -\mu_i^1 \mu_j^2 & -\mu_i^1 \mu_j^2 \\
-\mu_i^1 \mu_j^2 & -\mu_i^1 \mu_j^2 \end{bmatrix}$$

for all $i, j \in \{1, 2, \ldots, T\}$ such that $i \neq j$.

In order to connect $\overline{X}$ to the vector of empirical hazard rates $\hat{h}$, we now consider the non-linear mapping $g : \mathbb{R}^{2T} \rightarrow \mathbb{R}^T$ such that

$$g(\mu_1, \mu_2, \ldots, \mu_T) = (\mu_1^1/\mu_2^2, \ldots, \mu_T^1/\mu_T^2).$$

Since $\mu_i^2 > 0$ for all $i \in \{1, 2, \ldots, T\}$, $g$ is continuously differentiable in the neighborhood of $\mu$ and we can use the Delta method to infer the asymptotic property of our estimator. More precisely, taking a first-order approximation of $g(\overline{X}_1, \ldots, \overline{X}_{2T})$ around $\mu$ and using (E20), we can apply Slutsky’s theorem to conclude that

$$\sqrt{n}(g(\overline{X}) - g(\mu)) \rightarrow N\left(0, \nabla g(\mu)^T \Sigma \nabla g(\mu) \right), \quad \equiv \Omega$$

The covariance terms in $\sigma_{i,i}$ are by definition equal to

$$\text{Cov}(1_{\{t_k=1\}}d_k, 1_{\{t_k=1\}}) = \mathbb{E}\left[(1_{\{t_k=1\}}d_k - \mu_1) (1_{\{t_k=1\}} - \mu_1^1)\right] = \mathbb{E}\left[1_{\{t_k=1\}}d_k - 1_{\{t_k=1\}}d_k \mu_1^2 - 1_{\{t_k=1\}}d_k \mu_1^1 + 1_{\{t_k=1\}} \mu_1^1 \mu_2^1\right] = \mu_1^1 - \mu_1^1 \mu_1^2.$$

The second equality follows from $(1_{\{t_k=1\}})^2 d_k = 1_{\{t_k=1\}}d_k$. The expression of the remaining terms in $\sigma_{i,i}$ and $\sigma_{i,j}$ can be obtained using similar computations.
where the gradient of \( g \) reads

\[
\nabla g(\mu) = \begin{bmatrix}
1/\mu_1^2 & -\mu_1^2 / (\mu_1^2)^2 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1/\mu_2^2 & -\mu_2^2 / (\mu_2^2)^2 & \cdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 1/\mu_T^2 & -\mu_T^2 / (\mu_T^2)^2
\end{bmatrix}.
\]

Proposition 3 follows because

\[
g(\bar{X}) = \left( \sum_{k=1}^n \frac{1}{d_k} \frac{1}{k} \right) = (\hat{h}_1, \ldots, \hat{h}_T) = \hat{\theta},
\]

and \( g(\mu) = h(\Theta_0) \). The covariance matrix \( \Omega \) is consistently estimated replacing \( \Sigma \) by \( \hat{\Sigma} \) and \( \mu \) by the vector of sample means \( \bar{X} \). Since the inverse of any consistent estimator of \( \Omega \) is an efficient weighting matrix, replacing

\[
\hat{\Omega} \equiv \nabla g(\bar{X})^T \hat{\Sigma} \nabla g(\bar{X})
\]

in (12) yields the efficient minimum distance estimator.

### E.2 Maximum likelihood estimation of the productivity distribution

We assume that initial productivities are drawn from the distribution \( H(x) \). Furthermore, wages are observed with some noise so that \( \bar{w} = w + \epsilon \), where \( \bar{w} \) is the observed wage and \( \epsilon \) is an i.i.d. noise with CDF \( G(\epsilon) \). Since wages are set through Nash-bargaining and the minimum wage binds, we have for all new hires

\[
w(x) = \begin{cases} 
\beta x + K & \text{if } x > \bar{x} \\
w_{\text{min}} & \text{if } x \in [R_0, \bar{x}],
\end{cases}
\]

where \( K \equiv (1 - \beta) r U + (r + \delta) |F - (1 - \beta) F_e| - \beta dF_e/dt - (1 - \beta) dF_e/dt \) and \( \bar{x} = (w_{\text{min}} - K)/\beta \).

1. \( w > w_{\text{min}} \): Let us first focus on the observations generated by jobs whose actual wages are above the minimum wage. We have by definition

\[
\Pr(\bar{w} \leq y \mid w > w_{\text{min}}) = \int_{0}^{w_{\text{min}}} \Pr(w \leq y, w > w_{\text{min}}) g(\epsilon) d\epsilon,
\]

where the upper-bound of the integral follows from the fact that \( \Pr(w \leq y, w > w_{\text{min}}) = 0 \) for all \( \epsilon > y/w_{\text{min}} \). Since \( x > \bar{x} \), the solution for wages (E22) implies that

\[
\Pr(w \leq y \mid w > w_{\text{min}}) = \int_{w_{\text{min}}}^{w} h \left( \frac{x-K}{\beta} \right) dx = H \left( \frac{\bar{x} - K}{\beta} \right) - H(\bar{x})
\]

Thus, if we let \( \tilde{H}(\cdot) \) denote the conditional density \( \tilde{H}(\cdot) \equiv [H(\cdot) - H(\bar{x})] / [1 - H(\bar{x})] \), the conditional probability above reads

\[
\Pr(\bar{w} \leq y \mid w > w_{\text{min}}) = \int_{0}^{w_{\text{min}}} \tilde{H} \left( \frac{y - K}{\beta} \right) g(\epsilon) d\epsilon.
\]

As usual, the likelihood of the observation follows by differentiation

\[
L(\bar{w} \mid w > w_{\text{min}}) = \int_{0}^{w_{\text{min}}} \frac{\partial \tilde{H} \left( \frac{y - K}{\beta} \right)}{\partial \bar{w}} g(\epsilon) d\epsilon + \frac{1}{w_{\text{min}}} \tilde{H} \left( \frac{w_{\text{min}} - K}{\beta} \right) g \left( \frac{\bar{w}}{w_{\text{min}}} \right)
\]

\[
= \frac{1}{1 - H(\bar{x})} \int_{0}^{w_{\text{min}}} h \left( \frac{\bar{w} - K}{\beta} \right) g(\epsilon) d\epsilon + \frac{1}{w_{\text{min}}} \tilde{H}(\bar{x}) g \left( \frac{\bar{w}}{w_{\text{min}}} \right)
\]

\[
= \frac{1}{1 - H(\bar{x})} \int_{0}^{w_{\text{min}}} h \left( \frac{\bar{w} - K}{\beta} \right) g(\epsilon) d\epsilon.
\]

(E23)
2. \( w = w_{\text{min}} \): We now turn our attention to workers earning the minimum wage. Due to measurement errors, they do not generate a mass point in the data but instead a non-degenerate distribution

\[
\Pr (\hat{w} \leq y | w = w_{\text{min}}) = \Pr (\varepsilon < \frac{y}{w_{\text{min}}}) = \int_{0}^{w_{\text{min}}} g(\varepsilon) \, d\varepsilon = G\left(\frac{y}{w_{\text{min}}}\right),
\]

whose associated likelihood reads

\[
L (\hat{w} | w = w_{\text{min}}) = \frac{\partial}{\partial \hat{w}} \int_{w_{\text{min}}}^{\hat{w}} g(\varepsilon) \, d\varepsilon = \frac{g\left(\frac{\hat{w}}{w_{\text{min}}}\right)}{w_{\text{min}}}. \tag{E24}
\]

The likelihood of an observation is obtained using Bayes’ rule to combine the two conditional likelihoods derived above

\[
L (\hat{w}) = L (\hat{w} | w = w_{\text{min}}) \times \Pr (w = w_{\text{min}}) + L (\hat{w} | w > w_{\text{min}}) \times \Pr (w > w_{\text{min}}). \tag{E25}
\]

The mass of workers earning the minimum wage is given by

\[
\Pr (w (x) = w_{\text{min}}) = \Pr (x \in [R_0, \bar{x}]) = \frac{H(\bar{x}) - H(R_0)}{1 - H(R_0)}, \tag{E26}
\]

while the mass of workers with a wage higher than the minimum wage is

\[
\Pr (w (x) > w_{\text{min}}) = \Pr (x > \bar{x}) = \frac{1 - H(\bar{x})}{1 - H(R_0)}. \tag{E27}
\]

Reinserting (E23), (E24), (E26) and (E27) into (E25), we finally obtain

\[
L (\hat{w}) = \frac{1}{1 - H(R_0)} \left[ \frac{g\left(\frac{\hat{w}}{w_{\text{min}}}\right)}{w_{\text{min}}} (H(\bar{x}) - H(R_0)) + \int_{0}^{w_{\text{min}}} h\left(\frac{\hat{w} - K}{\beta}\right) \frac{g(\varepsilon)}{\beta \varepsilon} \, d\varepsilon \right].
\]

We assume in our estimation that productivities \( x \) and measurement errors \( \varepsilon \) are lognormally distributed; the distribution of \( x \) is Log-N \((\gamma, \zeta^2)\) and that of \( \varepsilon \) is Log-N \((-\sigma_\varepsilon^2/2, \sigma_\varepsilon^2)\). Then the log-likelihood of the vector \( \hat{w} \) of wages among job entrants is equal to \( \mathcal{L}(\hat{w}; \gamma, \zeta, \sigma_\varepsilon) \equiv \sum \log (L (\hat{w}_i; \gamma, \zeta, \sigma_\varepsilon)) \omega_i \), where \( \omega_i \equiv \{\gamma, \zeta, \sigma_\varepsilon\} \) is the vector of parameters and \( \omega_i \) are the weights provided with the survey.

F Robustness

F.1 Robustness for different values of the bargaining power \( \beta \)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \beta = .4 )</th>
<th>( \beta = .5 )</th>
<th>( \beta = .6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau U )</td>
<td>1.1899</td>
<td>1.1954</td>
<td>1.1803</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>.1851</td>
<td>.1831</td>
<td>.1897</td>
</tr>
<tr>
<td>( \phi_0 )</td>
<td>.0301</td>
<td>.0299</td>
<td>.0289</td>
</tr>
<tr>
<td>( \phi_n )</td>
<td>.1577</td>
<td>.1549</td>
<td>.1570</td>
</tr>
<tr>
<td>( \phi_p )</td>
<td>.1477</td>
<td>.1456</td>
<td>.1486</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>.6826</td>
<td>.8235</td>
<td>.9656</td>
</tr>
<tr>
<td>( \zeta )</td>
<td>.3061</td>
<td>.2936</td>
<td>.2712</td>
</tr>
<tr>
<td>( \sigma_\varepsilon )</td>
<td>.1348</td>
<td>.1267</td>
<td>.1190</td>
</tr>
</tbody>
</table>

Note: When applicable, parameters are for annual frequency. Firing costs parameters are proportional to the annual minimum wage. The model is estimated using the benchmark rate of human capital accumulation \( \mu = .5\% \).
Table 5 reports the estimated parameters for values of the bargaining power coefficient $\beta$ around the 0.5 benchmark value. The fit of the model deteriorates significantly when the bargaining power coefficient is outside the range of values reported in Table 5, suggesting that the empirically relevant value of $\beta$ belongs to this range although this parameter is not identified. Most parameters remain quite stable with the exception of $\gamma$, the mean of the distribution from which entrants sample their productivity, and $\sigma_e$, the standard deviation of measurement errors. When $\beta$ increases, firms appropriate a smaller share of the job surplus. Hence the underlying productivity and thus $\gamma$ have to be higher to ensure that firms find it optimal to hire and retain the same proportion of workers. This increase in the average job productivity also induces a drop in measurement errors because those are proportional to the productivity. Most importantly for our purpose, the parameters $(\phi_0, \phi_p, \phi_n)$ which determine the firing costs remain stable and do not display any systematic changes. As a result, their impact on job stability is consistent with those obtained in the benchmark case where $\beta$ was set equal to 0.5, as shown by Table 7.

Table 6: Average job duration (in year) and layoff costs

<table>
<thead>
<tr>
<th>$\beta = 0.4$</th>
<th>$\beta = 0.5$</th>
<th>$\beta = 0.6$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Duration (flows)</td>
<td>Mean</td>
<td>Median</td>
</tr>
<tr>
<td>Actual EPL</td>
<td>6.0562</td>
<td>1.7592</td>
</tr>
<tr>
<td>No EPL</td>
<td>6.1902</td>
<td>1.8891</td>
</tr>
<tr>
<td>No jump</td>
<td>6.1436</td>
<td>1.7957</td>
</tr>
<tr>
<td>Elapsed duration</td>
<td>Mean</td>
<td>Median</td>
</tr>
<tr>
<td>Actual EPL</td>
<td>7.1021</td>
<td>5.7638</td>
</tr>
<tr>
<td>No EPL</td>
<td>6.9174</td>
<td>5.5508</td>
</tr>
<tr>
<td>No jump</td>
<td>7.0947</td>
<td>5.7537</td>
</tr>
</tbody>
</table>

Note: "Duration (flows)" stands for the expected jobs duration at their starting date. "Actual EPL" stands for the layoff costs estimated in the benchmark case corresponding to the French EPL. "No EPL" is the case without layoff costs, "No jump" corresponds to the actual EPL case with no jump in layoff cost at 2-year seniority threshold, i.e. $\phi_n = 0$ in Table 2. "Elapsed duration" stands for the job durations sampled in the stock of jobs. This table reports results for the Benchmark population composed of individuals aged 15-54 with at most the high school degree.
F.2 Robustness for different values of the returns to seniority $\mu$

Table 7: Average job duration (in year) and layoff costs

<table>
<thead>
<tr>
<th></th>
<th>$\mu = 0$</th>
<th>$\mu = 0.005$</th>
<th>$\mu = 0.010$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) Mean</td>
<td>Median</td>
<td>(2) Mean</td>
</tr>
<tr>
<td>Duration (flows)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual EPL</td>
<td>5.9351</td>
<td>1.7825</td>
<td>5.9668</td>
</tr>
<tr>
<td>No EPL</td>
<td>6.3959</td>
<td>2.1154</td>
<td>6.3411</td>
</tr>
<tr>
<td>No jump</td>
<td>6.0000</td>
<td>1.8072</td>
<td>6.0600</td>
</tr>
<tr>
<td>Elapsed duration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual EPL</td>
<td>6.9142</td>
<td>5.5276</td>
<td>7.0681</td>
</tr>
<tr>
<td>No EPL</td>
<td>6.7213</td>
<td>5.3101</td>
<td>6.9137</td>
</tr>
<tr>
<td>No jump</td>
<td>6.9093</td>
<td>5.5170</td>
<td>7.0615</td>
</tr>
</tbody>
</table>

Note: "Duration (flows)" stands for the expected jobs duration at their starting date. "Actual EPL" stands for the layoff costs estimated in the benchmark case corresponding to the French EPL. "No EPL" is the case without layoff costs, "No jump" corresponds to the actual EPL case with no jump in layoff cost at 2-year seniority threshold, i.e. $\phi_2 = 0$ in Table 2. "Elapsed duration" stands for the job durations sampled in the stock of jobs. This table reports results for the Benchmark population composed of individuals aged 15-54 with at most the high school degree.

G Changes in layoff costs profile

This appendix presents the effects of changes in the profile of layoffs costs on job durations and on unemployment. Two profiles, displayed in Figure 11, are considered.

1. Removal of all layoff costs before two years of seniority, keeping the layoff costs as in the benchmark case depicted in Figure 5 after two years of seniority.

2. Removal of the jump at two-year seniority, keeping the average layoff costs as in the benchmark case over twenty years of seniority and assuming that the ratio between the slope of total layoff costs and severance payments (i.e. $\phi_p/\phi_{ep}$) remains unchanged with respect to the benchmark after two years of seniority.

The effects of these two layoff costs profiles are reported in Table 5. It turns out that the removal of layoff costs before two years (profile 1) of seniority reduces expected job durations, which entails a drop in employment at partial equilibrium, when the job arrival rate is exogenous. The decrease in job duration is induced by the fact that the anticipation of future layoff costs is no longer counterbalanced by layoff costs at the beginning of employment spells when there are no layoff costs before two years of seniority. However, the removal of layoff costs at the beginning of employment spells boosts job creation. Hence, despite the drop in job duration, the unemployment rate drops when the layoff costs before two years of seniority are removed. Table 5 shows that the removal of the jump of layoff costs at two-year seniority, keeping the average layoff costs as in the benchmark case over twenty years of seniority, raises the expected job duration and reduces unemployment, as in the benchmark counterfactual exercises.
Figure 11: Total layoff costs ($F$) and severance payments ($F_e$) in profile 1 (left panel) and profile 2 (right panel).

Note: Profile 1 corresponds to the removal of all layoff costs before two years of seniority, keeping the layoff costs as in the benchmark case depicted in Figure 5 after two years of seniority; Profile 2 corresponds to the removal of the jump at two-year seniority, keeping the average layoff costs as in the benchmark case over twenty years of seniority and assuming that the ratio between the slope of total layoff costs and severance payments (i.e. $\phi_p/\phi_{ep}$) remains unchanged with respect to the benchmark after two years of seniority.
Table 8: Effects of different layoff costs profiles

<table>
<thead>
<tr>
<th></th>
<th>Benchmark (1)</th>
<th>Profile 1 (2)</th>
<th>Profile 2 (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exogenous job creation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Durations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (flows)</td>
<td>5.96</td>
<td>5.47</td>
<td>5.99</td>
</tr>
<tr>
<td>Median (flows)</td>
<td>1.74</td>
<td>1.78</td>
<td>1.76</td>
</tr>
<tr>
<td>Mean (elapsed)</td>
<td>7.06</td>
<td>6.81</td>
<td>7.05</td>
</tr>
<tr>
<td>Median (elapsed)</td>
<td>5.71</td>
<td>5.34</td>
<td>5.68</td>
</tr>
<tr>
<td><strong>Endogenous job creation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>14.51%</td>
<td>12.68%</td>
<td>14.37%</td>
</tr>
<tr>
<td>Job finding Rate</td>
<td>0.98</td>
<td>1.28</td>
<td>0.99</td>
</tr>
<tr>
<td>Successful contacts</td>
<td>42.09%</td>
<td>50.38%</td>
<td>42.09%</td>
</tr>
<tr>
<td>Durations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (flows)</td>
<td>5.96</td>
<td>5.35</td>
<td>6.00</td>
</tr>
<tr>
<td>Median (flows)</td>
<td>1.74</td>
<td>1.75</td>
<td>1.77</td>
</tr>
<tr>
<td>Mean (elapsed)</td>
<td>7.06</td>
<td>6.78</td>
<td>7.05</td>
</tr>
<tr>
<td>Median (elapsed)</td>
<td>5.71</td>
<td>5.30</td>
<td>5.69</td>
</tr>
</tbody>
</table>

Note: Profile 1 corresponds to the removal of all layoff costs before two years of seniority, keeping the layoff costs as in the benchmark case after two years of seniority; Profile 2 corresponds to the removal of the jump at two-year seniority, keeping the average layoff costs as in the benchmark case over twenty years of seniority and assuming that the ratio between the slope of total layoff costs and severance payments (i.e., $f_p/f_{cp}$) remains unchanged with respect to the benchmark after two years of seniority. "Job Finding Rate" is the annual job finding rate of unemployed workers. "Share Successful Contacts" is the proportion of matches that induce hiring. See Table 2 for the definitions of the other statistics.
H  Model fit for skilled workers

Figure 12: Actual and simulated hazard rate of job separation for skilled workers aged 15-54 with at least the high school degree.

Figure 13: Estimated and empirical densities of hourly wages expressed in units of hourly minimum wages for skilled workers aged 15-54 with at least the high school degree. Note: Job entrants are workers with 2 quarters of seniority at most. Source: Labor Force Survey (Enquête emploi, INSEE), 2003-2012.