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Cognitive assemblages: The entangled
nature of algorithmic content moderation

Valentine Crosset1 and Benoît Dupont2

Abstract
This article examines algorithmic content moderation, using the moderation of violent extremist content as a specific

case. In recent years, algorithms have increasingly been mobilized to perform essential moderation functions for online

social media platforms such as Facebook, YouTube, and Twitter, including limiting the proliferation of extremist speech.

Drawing on Katherine Hayles’ concept of “cognitive assemblages” and the Critical Security Studies literature, we show

how algorithmic regulation operates within larger assemblages of humans and non-humans to influence the surveillance

and regulation of information flows. We argue that the dynamics of algorithmic regulation are more liquid, cobbled

together and distributed than it appears. It is characterized by a set of shifting human and machine entities, which mix

traditional surveillance methods with more sophisticated tools, and whose linkages and interactions are transient. The

processes that enable the consolidation of knowledge about risky profiles and contents are, therefore, collective and distrib-

uted among humans and machines. This allows us to argue that the cognitive assemblages involved in content moderation

become a cobbled space of preemptive calculation.

Keywords
Algorithms, regulation, content moderation, platforms, social media, cognitive assemblages

Introduction
In the face of violent extremist speech on digital platforms,
algorithms have increasingly been promoted as the most
effective approach to perform essential moderation func-
tions at scale, embodying a renewed potential for securing
flows (Amoore and Raley, 2017; Gillespie, 2020; Gorwa
et al., 2020). From a purely technical and computational
perspective, algorithms can be defined as mathematical con-
structs that act on a data set configured to solve a defined
problem and accomplish specific tasks (Gillespie, 2014,
2016; Miyazaki, 2012). Social science studies have
approached the issue of algorithms from the perspective
of powerful and opaque entities that govern, sort, or
control our lives (Ziewitz, 2016). Recent narratives
suggest that algorithms construct and enact regimes of
power and knowledge (Beer, 2009; Lash, 2007).
Algorithms “search, collate, sort, categorize, group, match,
analyze, profile, model, simulate, visualize and regulate
people, processes and places” (Kitchin, 2017: 11) through
“automated management” (Dodge and Kitchin, 2007).
Algorithms thus claim and express forms of “algorithmic
regulation” (Ulbricht and Yeung, 2022; Yeung, 2018) to
“influence behavior or manage risk” (Yeung, 2018), resulting
in new opaque regimes of population management, control,

discrimination, and exclusion (Gillespie 2014; Mittelstadt
et al., 2016; Noble, 2018; Pasquale, 2015).

In this paper, we argue that algorithmic content moder-
ation is entangled in hybrid and collaborative modes of cog-
nition, which are oriented towards threat anticipation and
preemptive rationalities. We consider that algorithmic mod-
eration operates for regulatory purposes, “to shape, con-
strain, and coordinate the behavior of others” and “to
manage particular kinds of risk” (Ulbricht and Yeung,
2022: 4). While other forms of algorithmic regulation
have received significant attention in the social science lit-
erature, critical investigations of algorithmic content mod-
eration remain rare compared to the extensive computer
science literature (Rieder and Skop, 2021). Some key
works have provided excellent insights into algorithmic
content moderation, but they focus on the technologies
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involved and their political and ethical issues (Gehl et al.,
2017; Gillespie, 2020; Gorwa et al., 2020; Rieder and Skop,
2021). As a result, some questions remain under-studied:
how do moderation practices and their algorithmic devices
used in the context of the “war on terror” revive and extend
surveillance techniques? Amid the apparent proliferation of
algorithmic techniques in content moderation, how do these
techniques coevolve with the collaboration of humans,
giving rise to new modes of cognition to secure data flows?

This article explores the interweaving faculties of algo-
rithmic content moderation and human operators and the
implications of this human-algorithmic cognitive assem-
blage for the surveillance of violent extremist speech. In
particular, we focus on the deployment of algorithmic
content moderation in the context of online terrorist
content. The dissemination of extremist content related to
terrorism provides a unique case study for understanding
the role of algorithms in regulating complex phenomena,
given the heterogeneity of the actants involved. The data
in this article originates from a larger research project that
involved conducting a digital ethnography of the Islamic
State on social media between 2017 and 2019. One of the
project’s objectives was to explore the regulation of
Islamic State speech. During this period, we collected a
series of documentary sources that outlined the terrorist
content management practices of Facebook, YouTube,
and Twitter. This strategy aligns with Kirschenbaum’s
(2003) proposal to study software as a “product of material
environments.” In this perspective, technical objects result
from papers, technical specifications, reports, etc. For this
research, we rely on four discrete sources: platforms’
terms of use, transparency reports, blog posts published
by digital platforms and statements from platform spokes-
persons and owners. Drawing on this documentary mater-
ial, this paper demonstrates the importance of considering
the collaborative and relational nature of algorithmic
content moderation (Rieder and Skop, 2021). Our empirical
work thus illuminates the processes and relationships of
human-machine moderation in a more concrete manner.

This paper contributes to the current debate on algorith-
mic regulation and content moderation by engaging with
the rich literature on critical security and posthuman
studies. Critical security studies have critically analyzed
how algorithms produce security (Amoore, 2009; Amoore
and Raley, 2017; Aradau and Blanke, 2018; Bellanova and
de Goede, 2022b). This literature helps capture how algo-
rithms are transforming securitization practices and the gov-
ernance of populations. Scholars have focused particularly
on the functioning of security algorithms and how they
produce new forms of political authority (Amoore and
Raley, 2017). They have paid attention to algorithms’ gen-
erative capacities based on analyzing different forms of
data (de Goede and Sullivan, 2016; Wilcox, 2017). This lit-
erature also describes how algorithmic security decisions are
made under conditions of uncertainty about a future threat

(Anderson, 2010; Amoore, 2013; Aradau and van Munster,
2007; de Goede, 2012). Therefore, algorithms have been
analyzed in this literature as a precautionary or preemptive
process. Finally, this literature has signaled how the goal of
securing in algorithmic security is always emergent, as
informed by the available data rather than legal experts
(Aradau and Blanke, 2015; Bellanova and de Goede,
2022b). Although algorithms were already a focus of the
content moderation literature, existing contributions say
little about how algorithms and content moderation became
a security practice (Bellanova and de Goede, 2022a).
Moderation has mostly been treated as a censorship issue
and less as part of a broader set of surveillance and security
practices. Conversely, the security and algorithmic regulation
literature has yet to incorporate content moderation practices
into its framework.

Furthermore, the debates on algorithms within the
content moderation literature have, to a certain extent,
been isolated from posthuman and feminist analyses.
Generally speaking, our approach considers algorithmic
content moderation as a heterogeneous set of entities,
some of which are social and others technical (Latour,
2005). The literature on content moderation has already
highlighted the role of algorithmic and human interventions
and the changing nature of power relations between govern-
ments, Internet companies, and civil society (Bellanova and
de Goede, 2022a, Gillespie, 2018; Roberts, 2019). Hence,
to develop our critical approach, it is not enough to point
out that algorithms are entangled in human and non-human
assemblages. Beyond a better understanding of the rela-
tional nature of human and non-human assemblages, it is
vital to grasp the features of the relationships that solidify
them (Allen, 2011; Aradau and Blanke, 2015). This
article adopts the notion of “cognitive assemblages” devel-
oped by Hayles (2017) in her work on human and technical
cognizers to describe the entanglement of algorithms with
other entities and surveillance faculties. From Katherine
Hayles’ perspective, cognition is a much broader process
than thought and consciousness. Katherine Hayles defines
cognition as a “process that interprets information within
contexts that connect it with meaning” (p. 22). This defin-
ition enables Katherine Hayles to make a distinction
between cognizers and noncognizers. That is, humans and
all forms of biological life, as well as many technical
systems on the one side; and material processes and inani-
mate objects on the other. For her, “the crucial distinguish-
ing characteristics of cognition that separate it from these
underlying processes are choice and decision, and thus pos-
sibilities for interpretation and meaning” (p. 28). Hayles
developed the idea of “cognitive assemblages” to describe
“an arrangement of systems, subsystems, and individual
actors through which information flows, effecting transfor-
mations through the interpretive activities of cognizers
operating upon the flows” (2017: 118). However, for the
author, these assemblages remain unpredictable due to the
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interconnection of humans and technical systems, “the cog-
nitive decisions of each affect [ing] the others” (Hayles,
2017: 118). In Hayles’ perspective, algorithms, as non-
conscious cognition, are thus thought of as an entangled
and collaborative enterprise in which analog and digital
forms of computation and cognition cohabit. By putting
the surveillance studies literature in conversation with
Katherine Hayles’ analyses, we show how the cognitive
assemblages mobilized for the moderation of extremist
content respond to a terrorist risk management rationale,
oriented toward anticipatory goals aimed at preemptively
disrupting potential terrorist groups (Massumi, 2015).

Ultimately, this article offers a critical reading of algo-
rithmic regulation. Therefore, our contribution to the
current debate on algorithmic regulation is to show how
the governance dynamics of algorithms are entangled in
hybrid and collaborative modes of cognition. This is con-
sistent with Munn’s approach (2018) to understanding algo-
rithms as an ecology. Algorithms are not only executed
sequentially, line-by-line, but distributed throughout the
“ecology’s diverse array of heterogeneous actors and
agents and executed asynchronously” (Munn, 2018).
Considering the heterogeneity of algorithmic regulation, it
is possible to demonstrate that the governance of informa-
tion flows results in a set of mutations and movements,
mixing traditional surveillance methods with more sophisti-
cated approaches, whose linkages are not characterized by
permanence and stability. Some have expressed concerns
about algorithms’ apparent power and agential capacity in
controlling our lives (Beer, 2009; Gillespie, 2014; Introna
and Wood, 2004; Lash, 2007). We do not wish to dismiss
this approach, but on the contrary, to take it further, estab-
lishing an ontological connection between how materiality,
experts, and non-experts operate through the interoperabil-
ity, continuity, and relationality of human and non-human
skills to control and exclude unwanted informational flows.

This article proceeds as follows: the first section traces
the context and issues related to the online governance of
violent extremist content. The second section describes the
use of algorithms to enforce platform norms and policies
and how it transforms risk management practices. Then,
the third section describes how algorithms are embedded
in an extensive network of cognizers, who collectively
and in a distributed manner manage information flows.
We conclude by arguing that the cognitive assemblage
involved in content moderation becomes a cobbled space
of preemptive calculation. We finally suggest some
future directions for research.

Governing extremist speech
in the war on terror
US Senator Joseph Liberman made one of the first calls to
regulate terrorist-related content when he asked YouTube to

remove videos posted by Al-Qaeda and other Islamist orga-
nizations in 2008.1 While YouTube partially honored his
request, the company also stated that it would not remove
content sympathetic to those organizations that did not
contain explicitly violent and hateful content, as it did not
violate community guidelines. YouTube also recalled that
the platform “encourages free speech and defends every-
one’s right to express unpopular points of view” (2008).
Therefore, social media platform owners needed to acknow-
ledge the dangers that certain forms of expression can
induce. Still, the values of free speech in American consti-
tutional law were unquestionably reflected in the private
rules they initially developed (Klonick, 2017). This
implied a principle of minimal intervention in content mod-
eration, even concerning terrorist organizations.

After the attacks in Paris (2015), Brussels (2016), and
Christchurch (2019), governments increased their efforts
to enroll digital platforms in the fight against terrorism
(Highman and Nakashima, 2015). Public authorities in
countries that have suffered terrorist attacks have expressed
strong concerns about technologies that allow terrorist
groups to disseminate their propaganda, teach operational
skills, recruit and radicalize new members and raise funds
(Highman and Nakashima, 2015). In this context, they
expected platforms to remove extremist content online
more aggressively. European authorities implemented
new legislation on illegal content2 to hold platforms
legally responsible for what their users post. In the
European case, these initiatives generally provide for
heavy civil and criminal penalties if digital platforms do
not promptly remove extremists and hate speech. For
example, the NetzDG law in Germany requires large
digital platforms to remove or block access to “manifestly
illegal” content within 24 h of receiving a complaint. In
the same vein, the European Commission proposed in
2018 a regulation “on the prevention of the dissemination
of terrorist content online,” whereby platforms are required
to block or remove content within one hour of receiving a
removal order issued by a court from one of the Member
States.

This approach involves pushing platforms to do more to
ensure online security. Several platforms have agreed to
review their content policies and implement proactive mea-
sures regarding the removal of terrorist material. These nor-
mative changes are reflected in the evolution of the
language used by major platform owners. Twitter, which
has long maintained one of the most tolerant free speech
policies, stated on its blog in 2017 that “making Twitter a
safer place is our main goal” and that “there is no place
on Twitter for violent organizations, including terrorist
organizations, violent extremist groups, or individuals
who affiliate with and promote their illicit activities”
(Twitter, 2019). There are many other examples. Victoria
Grand, director of policy strategy at Google, stated in an
interview that “the goal […] is how to strike a balance
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between allowing people to discuss and access information
about ISIS, but also not becoming the distribution channel
for their propaganda” (as cited in Highman and
Nakashima, 2015). On the other hand, Facebook’s head
of policy, Monika Bickert, stipulated that “we want to
make sure that we keep our community safe and that we
are not a propaganda tool” (as cited in Highman and
Nakashima, 2015).

Moderation takes on a new meaning: fighting terrorist
threats. This is part of a larger effort to counter radicaliza-
tion, a phenomenon understood by public authorities as
potentially catastrophic and dispersed (de Goede and
Simon, 2012). A growing body of research has examined
the culture of preemption that underlies the governance of
terrorism, which has been widely deployed in the wake of
9/11 within the “war on terror” framework (Amoore,
2006, 2009; Aradau and van Munster, 2007; de Goede
et al., 2014). Rather than being confined to the future, the
logic of preemption aims to “act on multiple potential
futures that are made exploitable (or liquid) in the present”
(de Goede et al., 2014: 413). In the critical security literature,
it is now become commonplace to assert that the preemption
of unknown threats—and those recognized as unknowable,
requires security interventions that can eliminate the threat
before it has emerged (Aradau and van Munster, 2007,
2012; Massumi, 2007, 2015). In other words, preemption
refers to a mode of calculation that is oriented toward poten-
tial trends rather than focused on possibilities that have
actual existence (Massumi, 2007, 2015). As a result, the
security practices of digital platforms aim to “anticipate an
uncertain future” (Amoore, 2009: 55). Digital platforms
must thus relinquish their role as content hosts and
develop more active strategies to exclude users that are
deemed extremist by public authorities. For this, “companies
identify, select, search and interpret suspicious datasets”
(Bellanova and de Goede, 2022a: 2). The implementation
of such strategies implies the mobilization of a network of
cognizers that includes companies, engineers, algorithms,
users, terrorism experts, etc., which are articulated through
modes of coordination that include community rules and
policies, machine learning algorithms, and content flagging
features offered to users.

Terrorist content and algorithms

Classifying patterns
For some years, private and public actors have prioritized
technology tools, specifically machine learning algorithms,
to exclude terrorist content from online platforms. In this
regard, Zuckerberg (2017) declared, “artificial intelligence
can help provide a better approach. […] This is technically
difficult as it requires building AI that can read and under-
stand the news, but we need to work on this to help fight
terrorism worldwide.” In his first appearance before

Congress in April 2018, Mark Zuckerberg (2018) stipulated
that these technologies were still in their infancy but that in
the coming years, AI will become more powerful to ensure
the protection and security of the Internet. In particular, the
Facebook CEO hopes for an improvement in AI’s ability to
distinguish linguistic nuances. Algorithms are therefore
expected to enable proactive control over circulating
flows of online content. Facebook (2018a) argued: “by
using technology like machine learning, artificial intelli-
gence and computer vision, we can proactively detect
more bad actors and take action more quickly.” Thus, the
deployment of computational methods to filter and govern
violent extremist content has become one of the prominent
features in managing information flows (Facebook, 2017a,
2017b, 2018a; Twitter, 2016; YouTube, 2017a).

Algorithms are increasingly capable of analyzing differ-
ent types of data (images, texts, videos, audio recordings),
making it possible to ensure a wider coercive dimension
in the moderation of content. Using these technologies to
generate and quantify risky profiles and contents aims to
ensure the “good” management of informational flows by
excluding harmful elements. The exercise of control is
therefore implemented by a “security device” that moves
away from the disciplinary techniques exercised in a
closed environment and draws inspiration from regulatory
techniques focused on risk factors and population manage-
ment (Foucault, 1978). To control the fluidity of informa-
tional flows, algorithms monitor content flows associated
with the figure of an “enemy within” (Amoore, 2009).
These techniques inevitably create a dichotomy between
“good” and “bad” circulation. From then on, the issue at
stake for the algorithmic technologies of digital platforms
focuses on regulating deviance in information flows.

Currently, large platforms mainly use two types of auto-
mated tools in their content moderation (Gorwa et al.,
2020). The first is image matching algorithms, which
compare new posts to an existing content base. To
remove content, platforms use the so-called “hash” technol-
ogy. If a user uploads a new terrorist video or image, the
system checks whether the image matches a known terrorist
photo or video. Secondly, platforms have invested in
content detection and classification technologies using
machine learning algorithms. In particular, they are experi-
menting with using natural language processing to predict
whether a text advocates terrorist propaganda (De Smedt
et al., 2018; Schmidt and Wiegand, 2017). These algo-
rithms learn to detect terrorist publications from previously
deleted al-Qaeda and Islamic State terrorist propaganda
texts. The instructions, this time, will no longer be explicitly
programmed by an engineer but will be generated by the
machine itself, which learns based on labeled data provided
to it (Burrell, 2016; McQuillan, 2015).

Although algorithms are often considered logical series,
machine learning algorithms redefine this representation.
Amoore (2020) explains that machine learning algorithms
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are essentially characterized by the relations among func-
tions and less by the series of steps in a calculation. One
of the specificities of machine learning algorithms is their
capacity to modify themselves “in and through their non-
linear iterative relations to input data” (Amoore, 2020:
11). The consequence of this second approach is that the
underlying logic of the algorithm becomes incomprehen-
sible and opaque to its designers and any human observer
(Burrell, 2016). This constitutes a significant difference in
the management of informational flows. While image
matching algorithms require a manual process of collecting
and curating specific terrorist images and videos to match,
machine learning algorithms “involve inducing generaliza-
tions about features of many examples from a given cat-
egory into which unknown examples may be classified
(e.g. terrorist images in general)” (Gorwa et al., 2020: 5).
These features can amount to thousands or even millions
of variables for some of the most complex models,
making human interpretation impossible. Therefore,
machine learning algorithms establish probabilities and cor-
relations of what constitutes terrorist speech based on the
interferential relationships between information fields in a
large volume of random data.

Furthermore, content is not the only indicator digital plat-
forms use to maximize the potential for detecting jihadist
accounts. Another way is to use algorithms that detect “ter-
rorist clusters.” For example, Facebook (2017a) uses
“signals like whether an account is friends with a high
number of accounts that have been disabled for terrorism,
or whether an account shares the same attributes as a disabled
account.” In addition, digital platforms have implemented
algorithms that identify “repeat offender accounts.” This
term, which refers directly to criminological language, con-
cerns fraudulent Internet users who repeatedly create false
accounts following their suspension. In short, algorithmic
interventions are varied and are deployed on different
levels; that of the profile, the contents, the relationships or
the uses.

Faced with the multiplicity of algorithmic uses in the
moderation of extremist content and their capacity to
evolve, we cannot rely on a single representation of the algo-
rithm. On the contrary, the algorithmic agents involved in
content moderation are highly diversified and specialized.
These algorithms constitute a complex “algorithmic ecosys-
tem” (Lange, 2016; Parisi, 2015), with a strong capacity for
surveillance and social sorting. Automation plays a more sig-
nificant role in accommodating this proliferation of algorith-
mic applications. Moderation techniques now depend on
learning, open-ended, adaptive response capabilities rather
than on invariant rules according to pre-ordained ideas.
Whereas algorithmic systems tended to start with a fixed
set of criteria for the threat or target, machine learning algo-
rithms instead “abductively generates threats and targets via
pattern recognition in large volumes of data” (Amoore and
Raley, 2017: 6). Consequently, machine learning algorithms

involve that the security objective is not often clearly articu-
lated or pre-specified (Amoore, 2013; Bellanova and de
Goede, 2022b). These generative and abductive processes
underlying learning algorithms will necessarily be character-
ized by continuous variation and uncertainty (Aradau and
Blanke, 2017; Parisi, 2013). Thus, the abductive logic of
many of these algorithms contrasts with deductive reasoning,
“so that they are closer to the experimental processes of
learning and verifying through available data” (Amoore
and Raley, 2017: 6).

Rather than collecting evidence, this algorithmic form of
governability reinforces preemption in the management of
terrorist risk (Bellanova and de Goede, 2022a, 2022b).
Platform owners have embraced probabilistic association
rules for their security needs. The idea is to locate regular-
ities in vast and disparate data patterns to establish suspi-
cious content and profiles from increasingly autonomous
methods (Munn, 2017), making content moderation inher-
ently probabilistic (Ananny, 2016, 2020). Indeed, algo-
rithms make probable associations by measuring the
interval between one existing piece of data and another
(Aradau and Blanke, 2017; Parisi, 2015). By connecting
probabilistic associations, algorithms perform “anticipatory
actions” against potentially radicalized users who could
launch terrorist attacks. The critical point is that probabilis-
tic knowledge based on algorithmic outputs becomes a
security device. The algorithmic moderation reinforces a
geography of suspicion (Amoore, 2009).

Data infrastructure
To be effective, algorithms must access large databases
maintained by platforms. Contemporary algorithms, pri-
marily those based on machine learning algorithms, rely
on the largest possible cache of indiscriminate data
(Gillespie, 2016; Parisi, 2019).3 As Parisi (2019) states:
“machine languages use the data environment to select,
evaluate, rank match and reconfigure information according
to the social use of data” (p.102). For Munn (2017), algo-
rithms thus realize an ideological performance where data
volume, variety and velocity are considered representative
of a certain reality. These stocks of “digital footprints”
appear to constitute a “generalized digital behaviorism”
that is used to illuminate sets of relations between past
behaviors (Cardon, 2015; Rouvroy, 2013). The algorithm
is not only based on the user’s activity history. It also
works on the digital traces of those who have performed
the same actions as him (Cardon, 2015). This mechanism
is generally referred to as “collaborative filtering” in tech-
nical jargon. The data will then be transformed into trends
by algorithms to draw deductions and predictions
(McQuillan, 2015). Thus, the traces of Internet users will
be constantly quantified and translated into predictive or
non-predictive scenarios. By having a global view of
Internet users, that is, their communications and actions,
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both visible and silent, the algorithm acts as a powerful
magnifying lens that categorizes certain users and contents
as terrorists. The main feature of these non-conscious forms
of automated cognition is, therefore, their ability to aggre-
gate data and sort it semi-autonomously into categories
while drawing conclusions through a surveillance infra-
structure that most users never directly encounter
(Ananny, 2016; Zuboff, 2019).

Being categorized as a terrorist thus results from the pro-
cessing of a set of signals. This power of enunciation no
longer belongs exclusively to governments but derives
from an aggregation of data by algorithms designed and
maintained by private companies (Cheney-Lippold,
2018). By categorizing an individual from a set of digital
traces, the algorithm exercises a narrative power over this
individual. Cheney-Lippold summarizes this exceptionally
well: “we are narrated when our data is algorithmically
spoken for” (2018: 39). In the case of detection algorithms,
they “say” something in mathematical language about the
user; they assign him a legitimate or illegitimate user
posture. In other words, algorithmic devices translate
“raw” data that “historicize” the user into supposed object-
ivity constructed by the platforms’ rules and policies. These
operations show that, in the end, technical devices are
powerful tools that condense users’ past and present.

This algorithmic power is further enhanced when com-
panies pool their database, as evidenced by the Global
Internet Forum to Counter Terrorism (GIFCT) (Twitter,
2017). Facebook, Microsoft, Twitter, and YouTube
created this partnership in 2016. The partnership aims to
undermine the ability of terrorists to disseminate their
content by developing effective technological means and
sharing best practices. The power of this partnership—and
its most controversial character—is reflected in their joint
database. This opaque database aims to share hashes of ter-
rorist images and videos to stop their distribution. York
(2021) reminds us that when one company tags an image
or video as terrorist or violently extremist according to its
policies and removes it, any other company using this data-
base will also automatically remove that same content
without “seeing” what it contains. While the GIFCT ini-
tially prioritized Islamic State and Al-Qaeda propaganda,
the GIFCT decided to expand its database following the
Christchurch Call to Action. In particular, GIFCT will
target attacker manifestos—often shared by supporters of
white supremacist attacks and other publications linking
to neo-Nazi and white supremacist groups.

Propelled by this large-scale analytical capacity, invis-
ible to humans, computer algorithms are assigned a superior
normative capacity because of their unrivalled ability to
report “terrorist signals” and to find the most rational
course of action. Moreover, this power is essentially exer-
cised by the Internet giants, which have a monopoly on
the colossal databases necessary for the effectiveness of
machine learning algorithms. Insensitive to the potential

biases that the processing of this data could reproduce,
their algorithms are shielded by incredible opacity,
forming new invisible regimes of population management.
For technology companies, algorithms have a “disposition
to objectivity” (Hillis et al., 2013: 37) and are neutral, pol-
itically speaking. This posture reflects a rational destiny at
its peak, ignoring that this could merely be an “opinion
embedded in mathematics” (O’Neil, 2016).

Machine+human: The rise of cognitive
assemblages
The transparency reports from digital platforms make one
unequivocal statement: algorithms report more content
than humans. Automated techniques have allowed compan-
ies to remove more content faster, finding the majority of
content themselves. Regarding terrorist content, the results
obtained, thanks to the advancement of automated tools,
showed a success rate of over 90% for YouTube and
99.7% for Facebook. These algorithms sort through a
massive amount of content that needs to be reviewed
daily. At the end of 2020, Facebook had more than 2.85
billion active users. In the second quarter of 2021,
Facebook (2021) had removed more than 7.1 million
items labeled as terrorist. YouTube (2021), where users
can upload as much as 500 h of video every minute, sus-
pended more than 6,278,771 videos between April 2021
and June 2021, including 431,355 for inciting violence or
violent extremism and 116,215,629 comments. From July
to December 2020, Twitter (2021), for its part, deleted 3.8
million Tweets that violated the platform’s rules. Action
was taken on 58,750 accounts labeled as terrorist. These
figures only reflect cases for which action was taken. As
the former head of security at Facebook, Alex Stamos,
reminds us, the total number of decisions, including
content for which no sanctions were taken, is much higher.4

While these numbers are impressive, what is considered
“terrorist” by platforms remains fuzzy. Platforms do not
always clearly define the groups they label as extremist,
and when they do, they follow the qualifications of the
US government. Facebook says it refers to lists issued by
the US government (Foreign Terrorist Organizations or
Specially Designated Global Terrorists) to define terrorist
entities. These lists focus mainly on foreign organizations
and are primarily associated with jihadist groups. Other
extremist acts related to hate and right-wing extremism
will belong to the “organized hate” category. Companies
have thus focused their automated detection systems on
“terrorist groups that pose the greatest threat globally, in
the real world and online” (Facebook, 2017a), namely the
Islamic State and al-Qaeda. In this case, platforms are
highly selective in the choice of groups they decide to
ban. By reducing terrorism to jihadist groups, platforms
reinforce the myths surrounding Islam and terrorism.
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Implicitly, these impressive capacities to secure informa-
tion flows refer to the traditional dualism that opposes
machines and humans (Latour, 2005). But the human-
machine duopoly is hardly tenable if we understand algo-
rithms as sociotechnical assemblages composed of hetero-
geneous entities that are always uncertain and provisional
(DeLanda, 2006; Latour, 2005). STS researchers have
shown that algorithms are embedded in sets of associations
(Beer, 2009; Gillespie, 2016; Neyland and Möllers, 2017;
Seaver, 2013) and are inevitably loaded with values
(Mittelstadt et al., 2016). From this perspective, algorithms
are an assemblage “of institutionally situated computational
code, human practices, and normative logic that creates,
sustains, and signifies relationships among people and
data through minimally observable, semi-autonomous
action” (Ananny, 2016: 99). While algorithms are typically
touted as a powerful and autonomous force by digital plat-
forms, they still need engineers, experts, NGOs, govern-
ments, civil society, moderators, etc., to operate.
Therefore, we see three core ways algorithms are entangled
with human decision-making to form emerging cognitive
assemblages: through moderators, online communities
and experts.

Entangled with moderators
Surprisingly, while technology companies advertise the
deployment of powerful detection algorithms, they also
have considerably increased the size of their security and
safety teams (Facebook, 2017a; YouTube, 2017b). In
2018, Facebook doubled the number of people working
on these teams to 20,000 employees, including 7500
content reviewers. In 2019, this number increased again
to reach 35,000. As for Google, it employed 10,000 mod-
erators in 2017. A YouTube statement published in 2018
mentioned that “deploying machine learning actually
means more people reviewing content, not fewer. Our
systems rely on human review to assess whether content
violates our policies.” Algorithmic automation is, therefore,
not supposed to work alone but to interact with the input of
human moderators. However, this labor is characterized by
precariousness and heavy psychological consequences
(Roberts, 2019). Furthermore, this work is often delocalized
and subcontracted in Global South countries, creating sig-
nificant “digital labor” flows between companies in
Western countries and developing countries (Graham
et al., 2017).

Human expertise remains essential in two types of areas.
First, algorithms can only be assembled into stable struc-
tures through design and training sequences that depend
on humans. As we have just seen with the increase in the
number of safety team employees, automation has not so
much replaced humans as multiplied the need for their inter-
vention. Automated machines are the ones that need
humans the most. Second, algorithms can be poor

regulators in more complex contexts. If companies regu-
larly publicize the performance of their algorithms, they
rarely talk about their weaknesses and error rates5. They
thus elude a central question: What if algorithms were
wrong? In Syria, activists and journalists who use social
media to document possible war crimes and abuses by
jihadist groups have regularly seen their accounts sus-
pended by mistake. These errors were further reinforced
in the first months of the Covid-19 pandemic when moder-
ation was primarily delegated to algorithms (Scott and
Kayli, 2020). Moreover, algorithm recommendation
systems can alter the fight against terrorism. Based on a
study on YouTube, Schmitt and its collaborators (2018)
show that counter-messages are closely linked to extremist
content. They observe that automated algorithms impact the
interrelatedness of counter-messages and extremist content.
Faced with a congruence of themes and specific keywords
(e.g. “jihad”), the counter-messages disseminated on plat-
forms put users at risk of being exposed to extremist
content.

This allows us to address one of the limitations now
widely accepted by machine learning algorithms research-
ers and companies: machine learning systems find under-
standing the context of speech particularly challenging.
Facebook (2017a) explains in one of its releases that:

AI can’t catch everything. Figuring out what support terror-
ism and what does not isn’t always straightforward, and
algorithms are not yet as good as people when it comes to
understanding this kind of context. A photo of an armed
man waving an ISIS flag might be propaganda or recruiting
material, but could be an image in a news story. Some of the
most effective criticisms of brutal groups like ISIS utilize
the group’s own propaganda against it. To understand
more nuanced cases, we need human expertise.

At the current stage of development, several observa-
tions can be made about machine learning algorithms.
First, humans are better at understanding complexity and
context than algorithms. While they can help flag question-
able content more quickly, a total delegation of moderation
to automated systems would generate disproportionate risks
of censorship. On the other hand, the challenge for develo-
pers is to develop an “integrative technology” that works
across different media types. When an algorithm is pro-
grammed for a particular sequence, it has little room to
adapt to another data set.

In figuring out what’s effective, we face the challenges that
any company faces in developing technology that can work
across different types of media. For instance, a solution that
works for photos will not necessarily help with videos or
text (Facebook, 2017a).
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The usefulness of machine learning algorithms thus
remains limited in this particular context. Companies
explain that a system designed to search content from one
terrorist group does not work on other groups due to differ-
ences in language and propaganda styles (Facebook,
2017b). For example, while Facebook offers its interface
in 111 languages, its algorithms can only detect hate
speech in 30 languages and terrorist propaganda in 19 lan-
guages (Flick and Paresh, 2019).

Meanwhile, while not always easy to outline, the bound-
aries between humans and algorithms tend to harden. While
humans tasked with moderating terrorist content and detec-
tion algorithms work simultaneously, the temporal gap at
which they operate is widening (Hayles, 2017; Lange,
2016; MacKenzie, 2019). The sophistication of detection
algorithms and the dramatic increase in the performance
of database management tools have allowed for faster
content detection than any human can achieve.
Algorithms analyze content and make decisions in millise-
conds, which creates “a realm of autonomy for technical
agency” (Hayles, 2017: 142). This technical temporality
fits the speed and scale of a globalized infrastructure
where billions of users constantly post vast amounts of
content. However, it does not fit with the need for rational-
ities that are qualitatively different from the purely correl-
ational logic of algorithms.

Entangled with online communities
Although algorithms do most reporting, companies also
seek to enlist their user communities in this process. This
role is usually outlined in the platforms’ security policies
and rules, where the following statements can be found:
“we rely on members of the YouTube community to
report content they find inappropriate”; “we [Facebook]
ask people to share content responsibly and to let us
know when they see something that may violate our
Community Standards.” The mechanisms seeking to estab-
lish social order on platforms thus involve a “diffusion of
responsibility” (Garland, 2012), where the community is
incentivized to monitor information flows. Platforms
frame this surveillance work as valuable and necessary
for their proper functioning. Alongside algorithms, users
apply their own sense of what regulation should entail,
complying with the platforms’ injunctions. They do not
shape the social order but conform anonymously to the
“reporting work” prescribed by platforms. Thus, users
play an essential role, “propelled by both civic responsibil-
ity and self-interest” (Marx, 2013: 58).

As a result, some communities have made it their
primary mission to denounce jihadist accounts. Faced
with an increase in jihadist content and a string of terrorist
attacks in the West, users and hacktivist groups such as
Anonymous have embraced the responsibility and moral
duty to expose terrorist accounts to companies. The

deadly outcome of the attacks contributed to creating an
environment in which “lateral surveillance” (Andrejevic,
2004) flourished. These “vigilante users” have become
the self-appointed spokespersons for the online fight
against terrorism. They act to regain control of the technical
infrastructure, which in their view, has been wrongly
coopted by terrorist groups and their followers. The
message of these Internet users is clear: the Web cannot
be used for terrorist propaganda. To restore the balance of
the technical infrastructure, these users use discursive and
technical means of surveillance and denunciation to expel
undesirable users. These Internet users embody, in a way,
the successful enrollment that enables an increase in the
reporting of banned content. More than the emergence of
new trends in algorithmic regulation, it is also the persist-
ence of traditional rationalities that should be analyzed.
This approach is supported by Bonelli and Ragazzi
(2014), who remind us of the enduring importance of old
data collection and processing methods, despite the use of
sophisticated technologies in terrorism prediction. In
doing so, the security measures deployed by platforms
actively configure the conditions and goals of the “new”
and the “old” (Bonelli and Ragazzi, 2014; de Goede
et al., 2014; Hoijtink, 2014). Viewed in this light, as de
Geode and his colleagues (2014) point out, the “new” and
the “old” bond with, merge, and contest each other.

More concretely and in a more utilitarian way, platforms
need the community to make up for the shortfalls of their
detection algorithms, particularly for all contents with a
complex context and those posted live. While platforms
can filter most photos and videos that have already been
suspended (and therefore have been “fingerprinted”)
through their detection algorithms, such an approach is
not possible for the live videos that can be streamed on
some platforms. Facebook, for example, introduced a live
video capacity in 2016. In 2016, Larossi Abballa used
Facebook Live to claim responsibility for the murder of
two police officers at their home in Magnanville (France),
shooting his video on the spot shortly after his deed. The
video lasted 13 min, was watched live by 98 people and
was taken down 11 h after it was broadcast. More recently,
Facebook Live was activated during the Christchurch
shooting. Viewed by 4000 people, it took 29 min for the
video to get its first flag and be removed. The algorithm
was blindsided, as it was confronted with data it had
never been trained on, even though the company has devel-
oped technologies that can spot certain themes or images in
live videos and block them immediately (see Klonick,
2019), at least in theory. While automated systems
develop intelligent skills through rapid, non-conscious,
and non-hierarchical decision orders, their interventions
are only effective if the present looks like the past
(Amoore, 2020; Parisi, 2019). Non-conscious forms of
automated cognition require that new terrorist materials
be similar and analogous to old terrorist materials. In this
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context, where abductive reasoning is used to elaborate
hypotheses, knowledge about terrorist content always
remains incomplete or unaware of emerging trends. This
kind of cognitive elaboration reshapes how extremist
speech is produced and consumed.

Entangled with experts
Furthermore, to enhance their moderation tools’ effective-
ness and expand their expertise, platforms have intensified
partnerships with other technology companies, govern-
ments, civil society groups, academics, and NGOs
(Facebook, 2017a, 2018b; Twitter, 2016; YouTube,
2017a, 2018). The objective is to foster shared learning
about terrorism and propaganda mechanisms related to
the Islamic State and al-Qaeda. Non-conscious forms of
automated cognition become entangled with a sprawling
network of security analysts and experts in counter-
radicalization. For example, several organizations specializ-
ing in terrorism or cybersecurity can flag pages, profiles,
and groups on these platforms. They can also send compan-
ies photo and video files associated with the Islamic State
and Al-Qaeda, which the companies then feed to their algo-
rithms to check for existing matches or use to prevent future
uploads. The companies can also grant a small group of
vetted partners some reporting “privileges.” Take the
example of YouTube’s “Trusted Flagger” program. It “pro-
vides powerful tools for users, government agencies and
non-governmental organizations (NGOs) to report content
that violates the Community Policy (YouTube, n.d.).”
Trusted Flaggers are selected by YouTube. The selection
criteria are that they regularly report content with a high-
reliability rate. The platform continuously evaluates the
Trusted Flaggers’ skills. YouTube reserves the right to
withdraw the status in cases where the Trusted Flagger
regularly reports content that does not violate the platform’s
community rules. Algorithms outperform trusted Flaggers
in terms of reporting rates. For instance, between April
2021 and June 2021, algorithms detected 5,927,201
pieces of content compared to 54,339 pieces for Trusted
Flaggers. If algorithmic content moderation does not
replace human-based reasoning, it is important to underline
that the humans involved in moderation “operate according
to an ontology of big data analysis” (Heath-Kelly, 2017:
37). This interweaving of human and machine infrastruc-
tures favors a preemptive form of filtering. Consequently,
this assemblage of experts participates in the inductive elab-
oration of threats, where the user is carried in posthuman
terms “as part material body, part informational flow”
(Heath-Kelly, 2017: 36). Following Amoore (2020), we
can argue that this complex cognitive assemblage
becomes a new space of “calculative reasoning,” where
new and old surveillance rationalities are intertwined.

The recurring insight is that algorithms alone are inef-
fective and cannot be entirely responsible for preventing

and controlling illicit information flows. This strategy of
interacting heterogeneous entities erodes the notion of the
algorithm as the sole and primary source of control or the
human as the only figure of sovereignty (Amoore and
Raley, 2017). Instead, this partial and distributed form of
control emphasizes the rise of human–machine partnerships
in online security practices (Haggerty and Ericson, 2000;
Rose and Miller, 1992). This article highlighted an
example of productive collaborations emanating from
human and technical cognizers, adopting anticipatory
goals aimed at preemptively disrupting potential terrorist
groups. The security of flows emerges from continuous
and complex interactivity between technical, social, and
personal multiplicities (Hayles, 2017). These assemblages,
furthermore, are never predictable. Their boundaries and
linkages cannot be foreknown. Instead, they are defined
by a set of movements and reconfigurations, as some
users, experts, and NGOs leave the system while others
join it or convert to new organizational forms. Similarly,
algorithms evolve as contexts change and “new meanings
are produced” (Hayles, 2017: 123).

This complicates the widespread “fetishization of algo-
rithms” (Crawford, 2016) when considering the governance
of flows. In practice, the algorithmic regulation of informa-
tion flows is more fluid, liquid, cobbled together and plural
than it appears. It is characterized by a set of shifting human
and machine entities, which mix traditional methods of sur-
veillance with more sophisticated tools, and whose linkages
and interactions are transient. The processes that enable the
consolidation of knowledge about risky profiles and con-
tents are therefore distributed and collective among
humans and machines. We see, for example, algorithms
that can independently generate lists of threats and
targets, as well as terrorism experts, civil society workers,
and users who can spot signs of terrorist propaganda,
requiring possible intervention by platforms.

Conclusion
In this article, we have examined the deployment of algo-
rithms and how they are entangled with other entities to
regulate terrorist content. To do so, it was necessary to ini-
tiate a more intense conversation between content moder-
ation researchers, on the one hand, and critical security
studies and posthuman studies scholars, on the other
hand, to analyze how content moderation becomes a secur-
ity practice. Using algorithms in content moderation has
promised to expand the range of control techniques that
can adequately secure information flows. This article
argues that algorithms are part of a more extensive set of
regulation techniques focused on risk factors and popula-
tion management. Far from becoming an omniscient and
omnipresent force, algorithms work in complementarity
with older and more traditional forms of intervention.
Algorithms cannot succeed without effective partnerships

Crosset and Dupont 9



with human collectives, without the eyes of users and the
knowledge of experts necessary to extend the reach of algo-
rithmic surveillance. The expansion of algorithms is embed-
ded in a complex web of moderators, engineers, expert
knowledge, and voluntary adherence strategies that
provide users with optimized environments where flows
are adequately secured. Focusing on a concrete empirical
case study showed how this cognitive assemblage
becomes a cobbled space of preemptive calculation.

The cognitive assemblages described here in moderation
practices encompass human and algorithmic interactions
that operate at different reflexive, temporal, and perceptual
levels. Therefore, this article challenges the prevailing dis-
course that presents algorithms as mighty entities. Our
emphasis on the plural dynamics of algorithmic regulation
offers an alternative narrative to the more dramatic inter-
pretation, where powerful algorithms shape our lives
(Beer, 2009; Lash, 2007; Zuboff, 2019). This is not to min-
imize the manipulative nature of these technologies but to
recognize that they act through a “cognitive assemblage”
oriented toward rationalities of threat anticipation and that
they are not in themselves the primary locus of control.
Even if they tend to be overshadowed by algorithms,
humans play an essential role in this process. Thus, the solu-
tion to manage extensive information flows is never binary
but hybrid, fluid and cobbled together. Moreover, the
human-machine mix of this assembly is constantly chan-
ging, and the importance given to certain actors fluctuates
over time. For example, the technological innovations intro-
duced by new algorithms or computing capacities, changes
in the structure of the network, the explosive growth of
available contents, the skills of humans tasked with the
monitoring of large flows, the development of new partner-
ships involving experts, governments and non-profits, or
the innovations of terrorist groups that are submitted to
this surveillance, all contribute to the emergence of new
configurations whose structure and features remain
unpredictable.

Our knowledge of how algorithms cooperate and interact
with other human and non-human entities is still fragmen-
ted. The concept of “cognitive assemblage” focuses our
attention on the distribution and articulation of control
and surveillance capacities. The algorithm is no longer
understood only through its technical features but also in
relational, institutional, contingent, and contextual terms.
The rise of this cognitive assemblage for the proactive man-
agement of harmful content has four major implications that
must be explored further. First, this assemblage illustrates
an emerging modality of control that goes beyond liberal
individualism and technical rationality. This is not the
same as suggesting that knowledge is produced exclusively
by a machine or a human. What is central is the collective
and distributed process. Human and non-human entities
are thus always jointly controlling the flow of information.
Second, it illustrates how the hybridity of new risk

management practices changes the temporal scale of moni-
toring and regulatory techniques. Humans and algorithms
operate through distinct timelines with qualitatively differ-
ent rationalities. Third, despite the shifting nature of their
boundaries, the risk models underlying these assemblages
are based on actuarial frameworks, favoring knowledge
about digital traces above knowledge about people. It pro-
motes an epistemological change in the modes of knowl-
edge: a search for correlation rather than a search for
causality (Calude and Longo, 2017). As a result, they
provide an “intelligence” knowledge that rests on statistical
techniques, guided by prediction and action and no longer
by understanding. However, as Calude and Longo (2017)
point out, too much information tends to be uninformed,
implying that most correlations are spurious. Finally, this
hybrid form of governance has normative implications,
questioning how transparency and oversight mechanisms
should be calibrated.
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Notes

1. See U.S. Senate Committee on Homeland Security and
Governmental Affairs, “Lieberman Calls on Google to Take
Down Terrorist Content,” May 19, 2008, https://www.hsgac.
senate.gov/media/majority-media/lieberman-calls-on-google-to-
take-down-terrorist-content

2. Unlike the United States, in Europe there is not a strong pre-
sumption against restrictions on free speech (for a summary
of the legal and philosophical differences between the United
States and Europe regarding free speech, see Waldron, 2012).

3. The author indicates that for the algorithm to be minimally reli-
able or useful, it will need a massive data set on which to train.
For example, social networking algorithms rely on a huge
number of nodes before they are able to describe or influence
an online community. A long period of observation of data
streams will also be required for recommendation and predic-
tion algorithms before they can make useful predictions.

4. See Alexander Stamos, Prepared Written Testimony and
Statement for the Record of Alexander Stamos, before U.S.
House of Representatives Committee on Homeland Security
Hearing on “Artificial Intelligence and Counterterrorism:
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Possibilites and Limitations,” June 25, 2019, https://perma.cc/
GRW8-VKPJ.

5. Since 2019, however, several platforms have published in their
transparency report statistics about content that was restored
after appeal.
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