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Abstract

We analyze a model of persuasion in which Receiver forms wishful non-Bayesian

beliefs. The effectiveness of persuasion depends on Receiver’s material stakes:

it is more effective when intended to encourage risky behavior that potentially

lead to a high payoff and less effective when intended to encourage more cau-

tious behavior. We illustrate this insight with applications showing why infor-

mational interventions are often ineffective in inducing greater investment in

preventive health treatments, how financial advisors might take advantage of

their clients overoptimistic beliefs and why strategic information disclosure to

voters with different partisan preferences can lead to belief polarization in an

electorate.
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1 Introduction

It is generally assumed in models of strategic communication that receivers update

beliefs in a perfectly rational manner, as would a Bayesian statistician. Yet, a sub-

stantial literature in psychology and behavioral economics shows that the process

by which individuals interpret information and form beliefs is not guided solely by a

desire for accuracy but often depends on their motivations and material incentives.

This phenomenon is generally referred to as motivated inference (Kunda, 1987, 1990),

and a common manifestation of it is wishful thinking: the tendency of individuals

to let their preferences about outcomes influence the way they process information,

leading to beliefs that are systematically biased towards outcomes they wish to be

true.1 In this paper we investigate how wishful thinking affects the effectiveness of

persuasion, i.e., the probability or frequency with which a sender is able to induce a

receiver to take her preferred action.

Following Caplin and Leahy (2019), we propose a model in which the receiver’s

belief updating rule is non-bayesian: after observing an informative signal, Receiver

forms beliefs by trading off their anticipatory value against the psychological cost of

distorting beliefs away from Bayesian ones. As a result, Receiver’s beliefs are stakes-

dependent, i.e., they depend on his preferences, and overweight the state associated

with the highest payoff, giving rise to overoptimism.

Distortions in beliefs lead to distortions in Receiver’s behavior: some actions end

up being favored, meaning that they are taken more often (i.e., after the reception of

a strictly greater set of possible signals) relative to a Bayesian decision-maker. When

he only has two available actions, wishful thinking leads Receiver to favor the action

associated with the highest payoff and the highest payoff variability. If one of the two

actions induces the highest possible payoff and the other induces the highest payoff

variability, then which of the two is favored depends on the magnitude of Receiver’s

belief distortion cost. As such, the effectiveness of information provision as a tool

to incentivize agents might vary with individuals’ material stakes: persuasion is more

effective when it is aimed at encouraging behavior that is risky but can potentially

1There exists abundant experimental evidence of wishful thinking. See in particular Bénabou and

Tirole (2016), page 150 and Benjamin (2019) Section 9, as well as, e.g., Weinstein (1980), Mijović-Prelec

and Prelec (2010), Mayraz (2011), Heger and Papageorge (2018), Coutts (2019), Engelmann et al. (2019)

or Jiao (2020).
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yield very high returns and less effective when it is aimed at encouraging more cautious

behavior. We illustrate this insight in applications in which wishful beliefs can play

an important role.

Application 1: Information Provision and Preventive Health Care. In this applica-

tion a public health agency designs an information policy about the risk of infection

of an illness in order to promote a preventive treatment that can be adopted by indi-

viduals at some cost. Since not adopting the treatment is the action that can poten-

tially yield the highest payoff (in case the illness is not severe) and also the action with

the highest payoff variability, it is favored by wishful receivers. As such, information

campaigns aimed at promoting preventive behavior are less effective. We also show

how the effectiveness of information campaigns are impacted by the severity of the

disease and the effectiveness of the treatment.

This application sheds light on the stylized fact that individuals are consistently

investing too little in preventive health care treatments, even if offered at low prices

(especially in developing countries, see Dupas, 2011; Chandra et al., 2019; Kremer

et al., 2019, Section 3.1) and that informational interventions are often ineffective in

inducing more investment in preventive health care devices (see, in particular, Du-

pas, 2011, Section 4, and Kremer et al., 2019, Section 3.3). Recent literature conjec-

tures that individuals might not be responsive to such information campaigns be-

cause they prefer to hold optimistic prospects about their health risks (see Schward-

mann, 2019 and Kremer et al., 2019, Section 3.3).2 Our model formalizes this argu-

ment.

Application 2: Persuading a Wishful Investor. In this application, we consider the

interaction between a financial broker and her potential client. The broker designs

reports about the (continuously distributed) return of some risky financial product

to persuade the client to buy the asset. We show that a financial broker interested in

selling a risky product is always more effective when persuading a wishful investor.

This application formalizes why some professional financial advisors might some-

times not act in the best interest of their clients by making investment recommen-

2There exists compelling experimental evidence that such self-deception exists in the medical test-

ing context (Lerman et al., 1998; Oster et al., 2013; Ganguly and Tasoff, 2017).
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dations that take advantage of their biases and mistaken beliefs (see, for instance,

Mullainathan et al., 2012 or Beshears et al., 2018, Section 9) as well as why some con-

sulting firms seem to specialize in advice misconduct and cater to biased consumers

(Egan et al., 2019). It also helps explaining why the online betting industry puts so

much effort into persuasion. Indeed, Babad and Katz (1991) document that individ-

uals generally display wishful thinking when they take part in lotteries: they prefer

to think they will win and are therefore more receptive to information encouraging

risky bets.

Application 3: Public Persuasion and Political Polarization. Belief polarization

along partisan lines is a pervasive and much debated feature of contemporary so-

cieties. Although such polarization can be partly caused by differential access to in-

formation, evidence suggests that it is exacerbated by the fact that individuals tend to

make motivated inferences about the same piece of information (Babad, 1995; Thaler,

2020).

In this application we explore the relationship between optimal information dis-

closure to wishful citizens and belief polarization. Following Alonso and Câmara

(2016), we model a majority voting setting in which an electorate, differentiated in

terms of partisan preferences, uses information disclosed by a politician to vote on a

proposal. Wishful thinking leads voters with different preferences to adopt different

beliefs after being exposed to a public signal: those voting against or for the proposal

distort their beliefs in opposite directions, giving rise to polarization. Sender’s opti-

mal public experiment consists in persuading the median voter, which maximizes

the number of voters distorting beliefs in opposite directions. We show that if parti-

san preferences are symmetrically distributed around the median, then Sender’s op-

timal information policy generates maximal belief polarization in the electorate as a

byproduct. This adds nuance to the argument that motivated thinking is one of the

drivers of polarization: not only can motivated thinking lead to polarization, but the

strategic disclosure of information to a motivated electorate can also accentuate this

tendency3.

3This application is related to the paper by Le Yaouanq (2021) who constructs a model of large

elections with motivated voters. As in our model, the formation of motivated beliefs by citizens leads

voters with different preferences to hold different beliefs after observing the same information. We

find, as he does, that greater heterogeneity in partisan preferences increases belief polarization but has
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Related literature. The persuasion and information design literature4 has initially

focused on the problem of influencing rational Bayesian decision-makers as in the

seminal contributions of Kamenica and Gentzkow (2011) and Bergemann and Mor-

ris (2016). By introducing non-Bayesian updating in the form of motivated beliefs

formation, we contribute to the literature studying persuasion of receivers subject

to mistakes in probabilistic inferences.56 Levy et al. (2018) analyze a Bayesian per-

suasion problem where a sender can send multiple signals to a receiver subject to

correlation neglect. Benjamin et al. (2019) provide an example of persuasion game

where Receiver exhibits base-rate neglect when updating beliefs. In de Clippel and

Zhang (2020) the receiver holds subjective beliefs which belong to a broader class of

distorted Bayesian posteriors. In contrast, in our model, Receiver’s belief formation

process optimally trades-off the benefits and costs associated with maintaining non-

Bayesian beliefs as in the work of Caplin and Leahy (2019).

On the one hand, we assume that Receiver’s value from maintaining inaccurate

beliefs comes from the anticipation of the payoff he will achieve in equilibrium. In-

tuitively, it represents the idea that individuals might derive utility from the anticipa-

tion of future outcomes, be them good or bad. This hypothesis has been widely used

in the literature to study how anticipatory emotions affect physical choices (see, e.g.,

Loewenstein, 1987; Caplin and Leahy, 2001) as well as choices of beliefs (Bénabou

and Tirole, 2002; Brunnermeier and Parker, 2005; Bracha and Brown, 2012; Caplin

and Leahy, 2019). Receiver’s choice of beliefs is thus a way of satisfying his psycholog-

ical need to be optimistic about the best-case outcomes or, on the contrary, to avoid

the dread and anxiety associated with the worst-case outcomes. This hypothesis is

no effect on the policy implemented in equilibrium. This is, however, the consequence of a different

modelling assumption. Namely, that information is endogenously designed to persuade the median

voter, whose vote is not distorted relative to a Bayesian voter.
4See Bergemann and Morris (2019) and Kamenica (2019) for reviews of this literature.
5See Benjamin (2019) for a review of the literature. In particular, wishful thinking belongs to

preference-biased inferences reviewed in Benjamin (2019), Section 9.
6It is interesting to note that an active literature also explores how errors in strategic reasoning

(Eyster, 2019) affect equilibrium outcomes in strategic communication games. Although in our model

Receiver understands all the strategic issues, we believe, nevertheless, that it is important to mention

that players’ misunderstanding of their strategic environment might also lead them to make errors

in statistical inference even if they update beliefs via Bayes’ rule, as in Mullainathan et al. (2008), Et-

tinger and Jehiel (2010), Hagenbach and Koessler (2020) and Eliaz et al. (2021a,b) who consider com-

munication games where players make inferential errors because of a coarse understanding of their

environment.

5



supported experimentally by Engelmann et al. (2019), who find significant evidence

that wishful thinking is caused by the desire to reduce anxiety associated with an-

ticipating bad events. It is important to note that while anticipatory utility may be

a strong motive for manipulating one’s beliefs, it is not the only possible one. This

differentiates wishful thinking from the more general concept of motivated reason-

ing, which is usually defined as the degree to which individuals’ cognition is affected

by their motivations.7 Different motivations from anticipated payoffs have been ex-

plored in the literature such as cognitive dissonance avoidance (Akerlof and Dickens,

1982; Golman et al., 2016), preference to believe in a “Just World” (Bénabou and Ti-

role, 2006), maintaining high motivation when individuals are aware of being subject

to a form of time-inconsistency (Bénabou and Tirole, 2002, 2004) or satisfying the

need to belong to a particular identity (Bénabou and Tirole, 2011).

On the other hand, we assume distorting beliefs away from the Bayesian bench-

mark is subject to some psychological cost. This assumption reflects the idea that, un-

der a motivated cognition process (Kunda, 1987, 1990), individuals may use sophis-

ticated mental strategies such as manipulating their own memory (Bénabou, 2015;

Bénabou and Tirole, 2016)8, avoiding freely available information (Golman et al.,

2017) or creating elaborate narratives supporting their bad choices or inaccurate claims

to justify their preferred beliefs.9 Our assumptions on the cost function captures, in

“reduced form”, the fact that implementing such mental strategies comes at a cost

when desired beliefs deviate from from the Bayesian rational ones. In contrast, Brun-

nermeier and Parker (2005) model the cost of erroneous beliefs as the instrumental

loss associated with the inaccurate choices induced by such beliefs. It is worth not-

ing that Coutts (2019) provides experimental evidence in favor of the psychological

rather than instrumental costs associated with belief distortion.

7See Krizan and Windschitl (2009) for a more detailed discussion on the differences between wish-

ful thinking and motivated reasoning.
8For experimental evidence on memory manipulation see, e.g., Saucet and Villeval (2019), Carlson

et al. (2020) and Chew et al. (2020).
9One can relate this possible microfoundation of the belief distortion cost to the literature on lying

costs (Abeler et al., 2014, 2019) since, when Receiver is distorting away his subjective belief from the

rational Bayesian beliefs, he is essentially lying to himself. We thank Emeric Henry for suggesting us

this interpretation of the cost function.
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2 Model

States and prior belief. A state of the world θ is drawn by Nature from a state space

Θ according to a prior distribution µ0 ∈ int(∆(Θ)).10 Receiver (he) and Sender (she)

do not observe the state ex-ante but its prior distribution is common knowledge.

Actions and payoffs. Receiver chooses an action a from a compact space A with at

least two actions. His material payoff is given by u(a,θ).11 Receiver’s choice affects

Sender’s payoff, which is given by v(a). Before Receiver takes his action, Sender can

commit to any signal structure (σ,S) given by an endogenously chosen set of signal

realizations S and a stochastic mapping σ : Θ→∆(S) associating any realized state θ

to a conditional distribution σ(θ) over S.

Receiver’s behavior. For any belief η ∈ ∆(Θ), Receiver’s optimal action correspon-

dance is given by

A(η) = argmax
a∈A

∫

Θ

u(a,θ)η(dθ).

Without loss of generality, we assume that no action is dominated, i.e., for any action

a ∈ A there always exists some belief η such that a ∈ A(η). When the set A(η) has

more than one element we break the tie in favor of Sender. That is, for any belief η,

the action played by Receiver in equilibrium is given by a selection a(η) ∈ A(η) which

maximizes Sender’s expected payoff.12

Receiver’s beliefs. After observing any signal realization s ∈ S, a Bayesian decision-

maker’s belief is given by

µ
(

Θ̃|s
)

=

∫

Θ̃

σ(s|θ)µ0(dθ)

∫

Θ

σ(s|θ)µ0(dθ)

,

10In what follows, for any nonempty Polish space X , we denote ∆(X ) the set of Borel probability

measures over the measure space (X ,B(X )). We always endow ∆(X ) with the weak∗-topology. If

the support of a measure µ ∈ ∆(X ) is finite we adopt the shorthand notation µ({x}) = µ(x) for any

x ∈ supp(µ).
11We assume the map u(a, ·) : Θ → R to be Borel measurable, continuous and bounded for any

a ∈ A.
12There might be more than one such selection if there exists some η ∈ ∆(Θ) at which Sender is

indifferent between some actions in A(η). In that case, we pick arbitrarily one of those.
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for any Borel set Θ̃⊆Θ.

In contrast, we assume that, when forming beliefs, Receiver trades-off the psy-

chological benefit against the psychological cost of holding possibly non-Bayesian

beliefs. The psychological benefit of Receiver under a certain belief η is given by his

anticipated material payoff

U (η) =

∫

Θ

u(a(η),θ)η(dθ).

However, holding belief η when the Bayesian belief generated by some signal is µ

comes at a psychological cost C (η,µ) for Receiver. We assume that this cost is given

by the Kullback-Leibler divergence between η and µ, formally defined by

C (η,µ)=

∫

Θ

dη

dµ
(θ) ln

(

dη

dµ
(θ)

)

µ(dθ),

for any η,µ ∈∆(Θ), where dη/dµ is the Radon-Nikodym derivative of η with respect to

µ, defined whenever η is absolutely continuous with respect to µ. This assumption is

made for tractability but does not qualitatively affect our main results.13 Accordingly,

we define Receiver’s psychological payoff as

Ψ(η,µ) =U (η)−
1

ρ
C (η,µ),

for any η,µ ∈ ∆(Θ), where ρ ∈ R∗
+ parametrizes the extent of Receiver’s wishfulness.

Receiver’s belief η must maximize his psychological payoff given any Bayesian belief

µ. Therefore, it must belong to the optimal beliefs correspondence

B(µ) = argmax
η∈∆(Θ)

Ψ(η,µ),

for any µ ∈∆(Θ), and Receiver’s psychological payoff when he holds a belief η ∈ B(µ)

is

Ψ(µ) = max
η∈∆(Θ)

Ψ(η,µ),

13We show that our results on Receiver’s equilibrium beliefs and behavior continue to hold when

the psychological cost functions belongs to a more general class of statistical divergences in Ap-

pendix A.
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for any Bayesian posterior µ ∈ ∆(Θ).14 We assume that when Receiver is psycholog-

ically indifferent between several beliefs in B(µ) he picks the one that maximizes

Sender’s expected utility. Therefore, Receiver’s equilibrium belief is given by a selec-

tion η(µ) ∈ B(µ) which maximizes Sender’s expected payoff.15 This tie breaking rule

ensures that the Receiver’s equilibrium belief is uniquely defined and simplifies the

characterization of the optimal information policy.

Persuasion problem. We can equivalently think of Sender committing ex-ante to a

signal structure (σ,S) or to an information policy τ ∈T (µ0), where

T (µ0) =

{

τ ∈∆ (∆(Θ)) :

∫

∆(Θ)
µ

(

Θ̃
)

τ(dµ)=µ0

(

Θ̃
)

for any Borel set Θ̃⊆Θ

}

,

is the set of Bayes-plausible distributions over posterior beliefs given the prior µ0.

We assume Sender knows Receiver is a wishful thinker. Accordingly, she correctly

anticipates the belief Receiver holds in equilibrium. Since Receiver’s equilibrium be-

lief characterizes how he would distort his belief away from any realized Bayesian

posterior, Sender can choose the best information policy by backward induction,

knowing: (i) which belief η(µ) Receiver holds in equilibrium after a posterior µ ∈

supp(τ) is realized and (ii) which action a(η(µ)) Receiver chooses in equilibrium given

the distorted belief η(µ). Sender’s indirect payoff function is therefore given by

v(µ) = v
(

a(η(µ))
)

for any µ ∈∆(Θ) and, hence, Sender’s value from persuading a wishful Receiver under

14As already noted by Bracha and Brown (2012) as well as Caplin and Leahy (2019), this optimization

problem has a similar mathematical structure to the multiplier preferences developed in Hansen and

Sargent (2008) and axiomatized in Strzalecki (2011). Precisely, the agent in Strzalecki (2011) solves

max
a∈A

min
η∈∆(Θ)

∫

Θ

u(a,θ)η(dθ)+
1

ρ
C (η,µ), (1)

for any given µ ∈ ∆(Θ). In that model, the parameter ρ measures the degree of confidence of the

decision-maker in the beliefµ or, in other words, the importance he attaches to belief misspecification.

Conclusions on the belief distortion in that setting are naturally reversed with respect to our model:

a receiver forming beliefs according to Equation (1) would form overcautious beliefs. Studying how

a rational Sender would persuade a Receiver concerned by robustness seems an interesting path for

future research.
15Again, if Sender is indifferent between some beliefs we pick arbitrarily one of those.
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the prior µ0 is

V (µ0) = max
τ∈T (µ0)

∫

∆(Θ)
v(µ)τ(dµ). (2)

3 Receiver’s wishful beliefs and behavior

In this section, we first extend Caplin and Leahy (2019) results by characterizing Re-

ceiver’s equilibrium beliefs and behavior without imposing any restrictions on the

action or state space.

To begin with, let Receiver’s anticipated material payoff under action a and belief

η be defined by

Ua(η) =

∫

Θ

u(a,θ)η(dθ).

Moreover, let

ηa(µ) = argmax
η∈∆(Θ)

Ua(η)−
1

ρ
C (η,µ),

be Receiver’s belief motivated by action a under posterior µ and

Ψa(µ) = max
η∈∆(Θ)

Ua(η)−
1

ρ
C (η,µ),

be Receiver’s maximal psychological payoff motivated by action a under posterior

µ. We identify Receiver’s equilibrium belief η(µ) by: (i) finding the belief motivated

by action a under µ, resulting in psychological payoff Ψa(µ), for any a and µ; (ii)

finding which action it is optimal to motivate by maximizing Ψa(µ) with respect to a.

Proposition 1 characterizes ηa(µ) and Ψa(µ) in closed-form.

Proposition 1. Receiver’s maximal psychological payoff motivated by action a under

the Bayesian posterior µ is given by

Ψa(µ) =
1

ρ
ln

(
∫

Θ

exp
(

ρu(a,θ)
)

µ(dθ)

)

, (3)

and is attained uniquely at the belief

ηa(µ)
(

Θ̃
)

=

∫

Θ̃

exp
(

ρu(a,θ)
)

µ(dθ)

∫

Θ

exp
(

ρu(a,θ)
)

µ(dθ)

. (4)
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for any Borel set Θ̃⊆Θ.

Proof. See Appendix A.

Remark now that if the action a uniquely maximizes Receiver’s psychological pay-

off under Bayesian posterior µ we have η(µ) = ηa(µ). If, on the other hand, Ψa(µ) =

Ψa′(µ) at µ for some a′ 6= a, meaning that Receiver is psychologically indifferent be-

tween two beliefs, then Sender breaks the tie. As a consequence, if µ ∈∆(Θ) satisfies

Ψa(µ) >Ψa′(µ), (5)

for all a′ 6= a, meaning that Receiver psychologically prefers action a to any other

action a′, then Receiver’s equilibrium belief is given by

η(µ)
(

Θ̃
)

= ηa(µ)
(

Θ̃
)

,

for any Borel set Θ̃⊆Θ. If µ ∈∆(Θ) satisfies

Ψa(µ) =Ψa′(µ),

for some a′ 6= a, meaning that Receiver is psychologically indifferent between some

actions a′ and a, then Sender picks her preferred belief given by

η(µ)
(

Θ̃
)

= ηa∗(µ)
(

Θ̃
)

,

where a∗ ∈ arg maxã∈{a,a′} v(ã).

First, we can see from Equation (4) that Receiver only distorts beliefs that induce

actions with state-dependant payoffs, i.e., Receiver’s beliefs are stakes-dependent. For-

mally, for any a ∈ A, we have ηa(µ) 6= µ if, and only if, there exists θ 6= θ′ such that

u(a,θ) 6= u(a,θ′). Second, Receiver forms beliefs that overweight the states associ-

ated with the highest payoff, giving rise to overoptimism. Formally, we always have

ηa(µ)(Θa ) ≥ µ(Θa) for any a ∈ A where Θa = arg maxθ∈Θ u(a,θ). Moreover, Receiver’s

belief about payoff maximizing states ηa(µ)(Θa ) grows monotonically and eventually

converges to 1 as Receiver’s wishfulness ρ grows from 0 to +∞.16

16This property comes from the fact that wishful beliefs take the form of a soft-max function. For

the sake of completeness we provide a proof of this result in Appendix B.
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As Proposition 1 shows, wishful thinking leads Receiver to hold overoptimistic

beliefs. The next result shows that wishful thinking distorts Receiver’s behavior ac-

cordingly.

Corollary 1. Under his equilibrium belief, Receiver’s optimal action correspondence is

given by

A(η(µ)) = argmax
a∈A

∫

Θ

exp
(

ρu(a,θ)
)

µ(dθ),

for any µ ∈ ∆(Θ) so Receiver’s equilibrium action a(η(µ)) corresponds to Sender’s pre-

ferred selection in A(η(µ)).

Remark that this result comes as a direct consequence of Proposition 1 as, by def-

inition, any action a is optimal under the belief motivated by action a. As already

observed by Caplin and Leahy (2019), the previous result states, in essence, that a

Receiver forming wishful beliefs behaves as a Bayesian agent whose preferences are

distorted by the function z 7→ exp(ρz) for any z ∈R. Importantly, from Sender’s point

of view, a wishful Receiver’s behavior is indistinguishable from that of a Bayesian

rational agent with payoff function exp(ρu(a,θ)). Accordingly, since the function

z 7→ exp(ρz) is strictly convex as soon as ρ > 0, an agent forming wishful beliefs is

less risk averse than his Bayesian self.

Corollary 1 also shows that wishful thinking materializes in the form of “moti-

vated errors” in the sense of Exley and Kessler (2019): by choosing psychologically de-

sirable beliefs, Receiver commits systematic errors in his decision-making, i.e., acts

as if he had cognitive limitations or behavioral biases relatively to a Bayesian decision-

maker.

4 Sender’s value from persuasion

In this section, we assume that the action space of Receiver is binary, so A = {0,1},

and that Sender wants to induce a = 1, so v(a) = a. We characterize conditions on Re-

ceiver’s preferences under which he would take action 1 under a greater set of beliefs

than a Bayesian Receiver. This allows us to compare Sender’s value from persuading

a wishful rather than a Bayesian Receiver as a function of the model’s primitives, that

is: Receiver’s preferences and wishfulness. The restriction to a binary set of actions is

12



with loss of generality, but this assumption turns out to be necessary for tractability.

We start by defining the two following sets of beliefs:

∆
B
a =

{

µ ∈∆(Θ) : a ∈ A(µ)
}

,

and

∆
W
a =

{

µ ∈∆(Θ) : a ∈ A(η(µ))
}

,

for any a ∈ A. The set ∆B
a (resp. ∆W

a ) is the subset of posterior beliefs supporting an

action a as optimal for a Bayesian (resp. wishful) Receiver. We say that an action is

favored by a wishful receiver if that action is supported as optimal on a strictly larger

set of posterior beliefs by a wishful Receiver compared to a Bayesian.

Definition 1 (Favored action). An action a ∈ A is favored by a wishful Receiver if ∆B
a ⊂

∆
W
a .

Assume for now on that Θ = {θ,θ}. We first characterize when a wishful Receiver

favors action a = 1 when the state space is binary and show afterwards that our re-

sults extend to any finite state space. Let us denote u(a,θ) = ua and u(a,θ) = ua

for any (a,θ) ∈ A ×Θ. Assume that Receiver wants to “match the state,” such that

u1,u0 > u0,u1. Define the payoff variability under action 0 by u0 = u0−u1, the payoff

variability under action 0 by u1 = u1 − u1 and the indicator of the highest achiev-

able payoff by umax = u0 −u1. With a small abuse of notation, denote η = η(θ) and

µ=µ(θ).

By Corollary 1, comparing how a wishful Receiver behaves compared to a Bayesian

one is equivalent to comparing the behavior of two Bayesian receivers with respective

payoff functions exp(ρu(a,θ)) and u(a,θ). Thus, denoteµB (resp. µW (ρ)) the belief at

which a Receiver with preferences u(a,θ) (resp. exp(ρu(a,θ))) is indifferent between

the two actions. Those beliefs are respectively equal to

µB
=

u0 −u1

u0 −u1 +u1 −u0

and

µW (ρ) =
exp(ρu0)−exp(ρu1)

exp(ρu0)−exp(ρu1)+exp(ρu1)−exp(ρu0)
.
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With only two states, a wishful Receiver favors action a = 1 if and only if µW < µB ,

since whenever that condition is satisfied a wishful Receiver takes action a = 1 under

a larger set of beliefs than a Bayesian. Next proposition characterizes when this is the

case.

Lemma 1. Action a = 1 is favored by a wishful Receiver if, and only if:

(i) umax ≤ 0 and u0 < u1, or;

(ii) umax < 0, u0 > u1 and ρ > ρ, or;

(iii) umax > 0, u0 < u1 and ρ < ρ.

where ρ is a strictly positive threshold such that

µW (ρ) =µB .

Proof. See Appendix C.

Two key aspects of Receiver’s material payoff thus determine which action he fa-

vors: the highest achievable payoff as well as the payoff variability for both actions. It

is easy to grasp the importance of the highest payoff. Since the wishful thinker always

distorts his beliefs in the direction of the most favorable outcome, in the limit, when

there is no cost of distorting the Bayesian belief, Receiver would fully delude himself

and always play the action that potentially yields such a payoff. The payoff variability

ua , on the other hand, is precisely Receiver’s marginal psychological benefit from dis-

torting his belief under action a. Hence, the higher the payoff variability associated

with action a, the more the uncertainty about θ is relevant when such action is played

and the bigger the marginal gain in anticipatory payoff the wishful thinker would get

from distorting beliefs.

Lemma 1 states that if an action a has both the highest payoff u0 or u1 and the

greatest payoff variability ua among all actions a ∈ A, it is always favored. If an action

has either the highest payoff or the greatest payoff variability, then the wishfulness pa-

rameter ρ defines whether or not it is favored: for high wishfulness the action with the

highest payoff is favored, whereas for low wishfulness it is the action with the greatest

payoff variability that is favored. The intuition is the following: for sufficiently high
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values of Receiver’s wishfulness, Receiver can afford stronger overoptimism about

the most desired outcome, thus favoring the action that potentially yields this out-

come despite such action not being associated with the highest marginal psycholog-

ical benefit. In contrast, for sufficiently low values of ρ, Receiver cannot afford too

much overoptimism about the most desired outcome. Hence, he prefers to distort

beliefs at the margin that yields the highest marginal psychological benefit, such that

the action associated with the highest payoff variability is favored.

The next proposition extends Lemma 1 to an arbitrary finite number of states.

Proposition 2. Assume Θ is a finite set with more than two elements. Receiver favors

action a = 1 if, and only if, for any pair of states θ,θ′ ∈Θ, Receiver’s material payoffs as-

sociated with those states and his wishfulness parameter ρ satisfy one of the conditions

(i), (ii) or (iii) in Lemma 1.

Proof. See Appendix D.

Proposition 2 can easily be visualized graphically in an example with three states.

Assume Θ = {0,1,2} and denote µB
θ,θ′

(resp. µW
θ,θ′

) the belief making a Bayesian (resp.

wishful) Receiver indifferent between actions a = 0 and a = 1 when µ(θ),µ(θ′) > 0 but

µ(θ′′) = 0 for any θ,θ′,θ′′ ∈Θ. In Figure 1 we illustrate how ∆
W
1 compares to ∆

B
1 when

Receiver’s payoff function is given by:

u(a,θ) θ = 0 θ = 1 θ = 2

a = 0 2 3 −1

a = 1 1 0 4

Notice that for the two pairs of states (0,2) and (1,2), the associated payoffs satisfy

property (i) in Lemma 1. That is, action a = 1 is associated with the highest payoff

u(1,2)= 4 as well as the highest payoff variability u(1,2)−u(0,2)= 5, under both pair

of states. As a consequence, Lemma 1 applies whenever focusing on those two pairs

of states letting the other one being assigned probability zero. Then, we have µW
0,2 >

µB
0,2 andµW

1,2 >µB
1,2. Remark now, that∆B

1 = co({µB
0,2,µB

1,2,δ2}) and∆
W
1 = co({µW

0,2,µW
1,2,δ2}),

where δθ denotes the Dirac distribution on state θ ∈Θ. Consequently, ∆B
1 ⊂∆

W
1 so ac-

tion a = 1 is favored by Receiver. If one of the conditions highlighted in Lemma 1

were not satisfied for at least one of the pairs of states (0,2) or (1,2) then one of the
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θ = 0

θ = 1 θ = 2
µB

1,2µW
1,2

µB
0,2

µW
0,2

∆
B
1

∆
W
1

Figure 1: Comparison of supporting sets of beliefs. In blue, the set of Bayesian pos-

teriors supporting action a = 1 for a Bayesian Receiver. In red, the set of Bayesian

posteriors supporting action a = 1 for a wishful Receiver.

thresholds µW
θ,θ′

would be less or equal than µB
θ,θ′

in which case ∆
W
1 would not be a

superset of ∆B
1 anymore.

Let us now turn our attention to the following questions: when is Sender better-

off facing a wishful Receiver compared to a Bayesian and how does the (Blackwell)

informativeness of Sender’s optimal policy compare when persuading a wishful or a

Bayesian Receiver? Remember that Sender chooses an information policy τ∈∆(∆(Θ))

maximizing
∫

∆(Θ)
v(µ)τ(dµ),

where

v(µ) =







1 if µ ∈∆
W
1

0 otherwise
,

subject to the Bayes plausibility constraint

∫

∆(Θ)
µτ(dµ)=µ0.

In the binary state case, it means that the threshold belief µW corresponds to the
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smallest Bayesian posterior Sender needs to induce to persuade a wishful Receiver to

take action a = 1. Therefore, Lemma 1 and Proposition 2 have immediate conse-

quences for Sender.

Corollary 2. Let Θ be an arbitrary finite space with at least two elements. Then, Sender

always achieves a weakly higher payoff when interacting with a wishful Receiver com-

pared to a Bayesian for any prior µ0 ∈ ]0,1[ if, and only if, for any pair of states θ,θ′ ∈Θ,

Receiver’s material payoffs associated with those states and his wishfulness parameter

ρ satisfy one of the conditions (i), (ii) or (iii) in Lemma 1. Moreover, when the state

space is binary, Sender’s optimal information policy is always weakly less (Blackwell)

informative than in the Bayesian case.

To illustrate Corollary 2 we represent in Figure 2 the concavifications of Sender’s

indirect utility when Receiver is wishful or Bayesian in two different cases. The case

µ
0 1

• •

|

µ0
|

µW
|

µB

1 |

V (µ0)

V KG (µ0)

(a) At least one property in Lemma 1 is satis-

fied.

µ
0 1

•

|

µ0
|

µW
|

µB

1 |

V KG (µ0)

V (µ0)

•

(b) No property in Lemma 1 is satisfied.

Figure 2: Expected payoffs under optimal information policies. Red curves: expected

payoffs under wishful thinking. Blue curves: expected payoffs when Receiver is

Bayesian. Dashed-dotted green lines: expected payoffs under a fully revealing ex-

periment.

corresponding to Lemma 1 is represented in Figure 2a. Sender is always better-off

persuading a wishful compared to a Bayesian receiver as V (µ0) ≥ V KG (µ0) for any

µ0 ∈ ]0,1[. On the other hand, if Receiver’s preferences or wishfulness do not satisfy
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any of the properties in Lemma 1, then Sender is weakly worse-off under any prior.

This case is represented on Figure 2b.

When Sender wants to induce an action that is (resp. is not) favored by a wishful

Receiver, persuasion is always “easier” (resp. “harder”) for Sender in the following

sense: Sender needs a strictly less (resp. strictly more) Blackwell informative policy

than KG to persuade Receiver to take his preferred action. Equivalently, if experi-

ments were costly to produce, as in Gentzkow and Kamenica (2014), then Sender

would always need to consume less (resp. more) resources to persuade a wishful Re-

ceiver to take his preferred action than a Bayesian. The hypothesis of a binary state

space facilitates the comparisons between the Bayesian-optimal and the wishful-optimal

information policies as it ensures that the Bayesian-optimal and the wishful-optimal

information policies are Blackwell comparable. Although the informativeness com-

parisons in Corollary 2 do not necessarily extend when the state space contains more

than two elements, Sender’s welfare comparisons, in contrast, still hold under any

arbitrary finite state space. We compare in Figure 3 Sender’s optimal information

policies when Receiver is Bayesian and wishful, with the same payoff function as in

Figure 1. When the state space is finite, a policy τ ∈ T (µ0) such that all elements in

δ0

δ1 δ2

•
µ0

µB
−

µW
−

µB
1,2µW

1,2

µB
0,2

µW
0,2

∆
B
1

∆
W
1

Figure 3: The Bayesian-optimal policy τB (in blue) vs. the wishful-optimal policy τW

(in red) with respective supports {µB
−,µB

0,2} and {µW
− ,µW

0,2}.

supp(τ) are affinely independent is (weakly) more Blackwell-informative than a pol-
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icy τ′ ∈ T (µ0) if, and only if, and supp(τ′) ⊂ co(supp(τ)) (see Lipnowski et al., 2020,

Lemma 2). The support of the Bayesian-optimal policy τB (resp. wishful-optimal pol-

icy τW ) is {µB
−,µB

0,2} (resp. {µW
− ,µW

0,2}). Hence, co(supp(τW )) = {µ ∈∆(Θ) : ∃t ∈ [0,1],µ=

tµW
− + (1− t )µW

0,2}. It is visible on Figure 3 that {µB
−,µB

0,2} 6⊂ co(supp(τW )). Hence, τB

and τW are not Blackwell comparable. However, since Sender is interested in induc-

ing action a = 1 and Receiver’s favors that action, Sender’s expected payoff is higher

for any prior when Receiver is wishful.

5 Applications

In this section, we expose in three applications that Corollary 2 might have important

economic consequences.

5.1 Information provision and preventive health care

A public health agency (Sender) informs an individual (Receiver) about the preva-

lence of a certain disease. Receiver forms beliefs about the infection risk, which can

be either high or low: 0 < θ < θ < 1. The probability of contracting that illness also

depends on whether the individual adopts a preventive treatment or not, where a = 1

designates adoption. Investment in the treatment entails a cost c > 0 to Receiver.17

Moreover, let us assume that the effectiveness of the treatment, i.e., the probability

that the treatment works, is α ∈ [0,1] so that the probability of falling ill, conditional

on adoption, is (1−α)θ. The payoff from staying healthy is normalized to 0 whereas

the payoff from being infected equals −ς < 0 where ς is the severity of the disease.

Receiver’s payoff function is

u(a,θ) = (1−a)(−ςθ)+a(−(1−α)θς−c)

for any (a,θ) ∈ A ×Θ. We assume that ςαθ < c < ςαθ so Receiver faces a trade-off:

he would prefer not to invest if he was sure the probability of infection was low and,

conversely, would prefer to invest in the treatment if he was sure the risk of infection

17One might interpret that cost to be the price of the treatment or the either material or psycholog-

ical cost from undertaking medical procedures.
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is high. Also remark that Receiver always expects to experience a negative payoff, as

u(a,θ) < 0 for any (a,θ) ∈ A×Θ.

The public health agency wants to maximize the probability of individuals adopt-

ing the preventive treatment.18 The agency informs individuals about the prevalence

of the disease by designing and committing to a Bayes-plausible information policy

τ. A Bayesian Receiver would be indifferent between adopting or not the treatment

at belief

µB
=

c −αθς

α(θ−θ)ς
.

In contrast, by Proposition 1 and Corollary 1, the equilibrium beliefs and behavior of

a wishful Receiver are given by

η(µ) =



































µ

µ+ (1−µ)exp(ρς(θ−θ))
if µ<µW

µexp(−ρ(1−α)ς(θ−θ))

µexp(−ρ(1−α)ς(θ−θ))+ (1−µ)
if µ≥µW

,

and

a(η(µ)) =1
{

µ≥µW
}

for any posterior belief µ ∈ [0,1], where

µW
=

exp(−ρθς)−exp(ρ(−(1−α)θς−c))

exp(−ρςθ)−exp(ρ(−(1−α)θς−c))+exp(ρ(−(1−α)θς−c))−exp(−ρθς)
.

We illustrate the belief distortion of Receiver in Figure 4a. Receiver is always overop-

timistic about his probability of staying healthy, as η(µ) ≤ µ for any µ ∈ [0,1]. Re-

mark that non-adoption is associated with the highest possible payoff −ςθ as well

as the highest payoff variability ς(θ−θ). Accordingly, by Lemma 1, Receiver always

favors non adoption as illustrates Figure 4b. As a result of Corollary 2, Sender always

18Maximizing the probability of adoption is a sensible objective since most infections cause nega-

tive externalities due to their transmission through social interactions. Therefore, a benevolent plan-

ner who wants to reduce the likelihood of transmission of an infection would do well to maximize the

rate of adoption of the preventive treatment (for example, maximize condom distribution to control

AIDS transmission, maximize injection of vaccines to control viral infections, or maximize mask use

to control the spread of airborne diseases).
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0 µB µW 1
0

η0(µW )

µB

η1(µW )

1

•

µ

η

(a) equilibrium belief η(µ) as a function of µ.

0
0

µB

1

ρ

µW

(b) Behavioral threshold µW as a function of

ρ.

Figure 4: The belief correspondence for ς = 2, c = 0.5, α = 0.8, θ = 0.1, θ = 0.9 and

ρ = 2. Receiver is always overoptimistic concerning his health risk for any induced

posterior, except at µ= 0 or µ= 1. Moreover, the belief threshold µW as a function of

ρ is strictly increasing and admits µB as a lower bound.

needs to induce higher beliefs for Receiver to adopt the treatment than she would

need if she faced a Bayesian agent, all the more so when Receiver’s wishfulness ρ

becomes larger. Therefore in this example, overoptimism of Receiver always goes

against Sender’s interest.

It is interesting to see how Sender’s probability of inducing the adoption of the

treatment evolves with respect to the severity of the disease ς, as well as the effective-

ness of the treatment α.19 We represent on Figure 5b the probability that Sender in-

duces adoption of the treatment under the optimal information policy as a function

of ς. Notice that the probability of inducing adoption is less sensitive to the severity

of the disease, i.e., becomes “flatter,” when facing a wishful Receiver compared to the

Bayesian when the treatment becomes less effective. The intuition is the following:

when the treatment is fully effective, i.e., α= 1, Receiver’s payoff in case he invests in

the treatment becomes state independent. Therefore, he does not have any incentive

to distort beliefs when taking action a = 1. As a result, µW decreases and Receiver

19This probability is pinned down by the Bayes-plausibility constraint and equal to τKG = µ0/µB in

the Bayesian case and τ=µ0/µW in the wishful case.
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c

αθ

c
αθ

0

µ0

1

ς

µB ,µW

(a) Behavioral thresholds µB (in blue) and µW

(in red) as functions of severity ς.

c

αθ

0

µ0

1

ς

τ

(b) Probability τ of inducing treatment adop-

tion as a function of severity ς.

Figure 5: Red (resp. blue) curves correspond to wishful (resp. Bayesian) Receiver. We

set parameters to c = 0.5, α= 0.8, θ = 0.1, θ = 0.9 and ρ = 2. Full lines correspond to

the case where α= 1 whereas dashed curves correspond to α= 0.8.

holds perfectly Bayesian beliefs when µ ≥ µW . However, whenever there is uncer-

tainty about the treatment efficacy, i.e., α < 1, uncertainty about infection risk mat-

ters and gives room to belief distortion even when taking the treatment. Decreasing

α increases the anticipated anxiety of Receiver leading to more optimistically biased

beliefs, a higher µW and, in turn, complicates persuasion for Sender for any severity

s. Remark on Figure 5b that τ decreases sharply with α for a fixed s. In fact, one could

show that as α decreases, τ becomes closer and closer to µ0 for any ς, meaning that

the agency cannot achieve a substantially higher payoff than under full disclosure.20

In the next subsection we extend out framework to the case of a continuous state

space and linear preferences. We show that results in the finite state space case ex-

tend to this setting. We also highlight why we might expect persuasion to be more

20One additional implication of this result is the following. Assume the true treatment efficacy is

α but Receiver perceives the efficacy to be α̂ < α (e.g. because Receiver adheres to anti-vaccines

movements or generally mistrusts the pharmaceutical industry). In that case, the doubts expressed

by Receiver about the treatment efficacy makes him even more anxious which, in turn, makes belief

distortion stronger and, thus, downplays the effectiveness of the agency’s information policy whatever

is the severity of the disease.
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effective in the context of risky investment decisions.

5.2 Persuading a wishful investor

A financial broker (Sender) designs reports about the return of some risky financial

product to inform a potential client (Receiver). The return of the product is θ ∈

Θ = [θ,θ], where θ < 0 < θ. Returns are distributed according to the prior distribu-

tion µ0. Let F be the cumulative distribution function associated with µ0 and let

us assume that µ0 admits a continuous and strictly positive density function f over

[θ,θ]. Receiver has some saved up money he is willing to invest and chooses action

a ∈ A = {0,1}, where a = 0 represents the choice of non-investing in which case Re-

ceiver’s payoff is 0 and a = 1 represents investing, in which case Receiver’s payoff

is the realized return θ. The broker is remunerated on the basis of a flat fee v > 0

that is independent of the true product’s profitability. Hence, Receiver’s payoff is

u(a,θ) = aθ while Sender’s payoff is v(a,θ) = va for any (a,θ) ∈ A×Θ.

Receiver forms motivated beliefs about the return of the financial product. By

Proposition 1 his equilibrium beliefs are given by

η(µ)
(

Θ̃
)

=



























µ
(

Θ̃
)

if

∫

Θ

exp(ρθ)µ(dθ) < 1
∫

Θ̃

exp(ρθ)µ(dθ)
∫

Θ

exp(ρθ)µ(dθ)
if

∫

Θ

exp(ρθ)µ(dθ) ≥ 1
,

for anyµ ∈∆(Θ) and any Borel set Θ̃⊆Θ, and, by Corollary 1, his equilibrium behavior

is given by

a(η(µ)) =1

{
∫

Θ

exp(ρθ)µ(dθ) ≥ 1

}

.

Therefore, Sender’s indirect utility is equal to

v(µ) = v1

{
∫

Θ

exp(ρθ)µ(dθ) ≥ 1

}

.

for any µ ∈∆(Θ). To make the problem interesting, we assume that neither a Bayesian

nor a wishful Receiver would take action a= 0 under the prior. That is, m̂ =
∫θ
θ θµ0(dθ) <
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0 and x̂ =
∫θ
θ exp(ρθ)µ0(dθ) < 1.21

Under these assumptions, remark that a signal structureσ that induces a distribu-

tion τ over posterior beliefs µ matters for Receiver and Sender only through the distri-

bution of exponential moments x =
∫

Θ
exp(ρθ)µ(dθ) it induces. Let X be the space of

such moments, that is, X = co(exp(ρΘ)), where exp(ρΘ) is the graph of the function

θ 7→ exp(ρθ) for all θ ∈ [θ,θ]. That is, X = [x, x] where x = exp(ρθ) and x = exp(ρθ).

Let G be the prior cumulative distribution function over the random variable exp(ρθ)

induced by F , that is

G(x) = F

(

ln(x)

ρ

)

,

for any x ∈ [x, x]. By standard arguments (Gentzkow and Kamenica, 2016), the prob-

lem of finding an optimal signal structure σ reduces to finding a cumulative distribu-

tion function H that maximizes

∫x

x
v(x)dH(x)

subject to
∫z

x
H(x)dx ≤

∫z

x
G(x)dx

for every z ∈ [x, x]. The solution to such a problem is well-known and can be found

either using techniques from optimization under stochastic dominance constraints

(Gentzkow and Kamenica, 2016; Ivanov, 2020; Kleiner et al., 2021) or linear program-

ming (Kolotilin, 2018; Dworczak and Martini, 2019; Dizdar and Kováč, 2020). In our

context, the optimal signal is a binary partition of the state space. That is, the broker

reveals whether the return is above or below some threshold state.

Proposition 3. There exists a unique θW ∈ [θ,θ] verifying

1

1−F (θW )

∫θ

θW
exp(ρθ) f (θ)dθ = 1

and such that Sender pools all states θ ∈ [θW ,θ] under the same signal s = 1, i.e.,

σ(1|θ) = 1 for all θ ∈ [θW ,θ], and similarly pools all states θ ∈ [θ,θW ] under the same

21It is in fact always true that m̂ < 0 when x̂ < 1. Hence, assuming m̂ < 0 additionally to x̂ < 1 is

without loss.
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signal s = 0. Hence, the probability of inducing action a = 1 for Sender is equal to

∫θ

θW
σ(1|θ) f (θ)dθ = 1−F (θW ).

Proof. See Ivanov (2020), Section 3.

It is optimal for Sender to partition the state space at the threshold state making

Receiver indifferent between investing or not at the prior. Such an information policy

can intuitively be seen as the investment recommendation rule which maximizes the

probability that Receiver invests given the prior distribution of returns F .

Using the exact same arguments as above, one can deduce that the probability of

inducing action a = 1 when Receiver is Bayesian is given by 1−F (θB ) where θB is the

unique threshold verifying the equation

1

1−F (θB )

∫θ

θB
θ f (θ)dθ = 0.

Therefore, Sender is more effective at persuading a wishful Receiver if and only if

θW < θB .

Proposition 4. It is always true that θW < θB . Hence, Sender is always more effective

at persuading a wishful rather than a Bayesian investor.

Proof. See Appendix F.

The above result relates to Proposition 2: buying the risky product is favored by

the wishful investor since it is the action that yields both the highest possible payoff

and the highest payoff variability. This example thus illustrates how the results in the

finite state space case naturally extend to an infinite state space setting with linear

preferences. It further helps explaining the pervasiveness of persuasion efforts in

financial and betting markets, illustrating why some financial consulting firms seem

to specialize in advice misconduct and cater to biased consumers.

5.3 Public persuasion and political polarization

A Sender (e.g., a politician, a lobbyist) persuades an odd-numbered finite group of

voters N = {1, . . . ,n} (e.g., a committee or parliamentary members) to adopt a pro-
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posal x ∈ X = {0,1}, where x = 0 corresponds to the status-quo. The state space is

binary, Θ= {0,1}, and the audience uses only the information disclosed by Sender to

vote on the proposal. Let ai ∈ A = {0,1} be the ballot cast by voter i , where ai = 0

designates voting for the status-quo. The proposal is accepted if it is supported by a

simple majority of voters. We assume Sender is only interested in the proposal being

accepted, so her utility is v(x) = x. In contrast, any voter i ∈ N has payoff function

ui (x,θ) = xθβi
+ (1−x)(1−θ)(1−βi )

for any (x,θ) ∈ X ×Θ where βi ∈ [0,1] parametrizes the partisan preference of voter i .

That is, all voters agree that the proposal should be implemented only when θ= 1, but

they vary in how much they value the implementation of the proposal. We assume

βi is symmetrically distributed around 1/2 in the population. Denote βm = 1/2 the

median voter’s preference.

All voters form wishful beliefs and ρ is assumed homogeneous among the elec-

torate. As a result, the direction as well as the magnitude of voters’ belief distortion

depends only on their partisan preferences β.22 By Proposition 1, voter i ’s belief un-

der posterior µ ∈ [0,1] is given by

η(µ,βi ) =



























µ

µ+ (1−µ)exp(ρ(1−βi ))
if µ<µW (βi )

µexp(ρβi )

µexp(ρβi )+ (1−µ)
if µ≥µW (βi )

.

where

µW (βi ) =
exp(ρ(1−βi ))−1

exp(ρ(1−βi ))+exp(ρβi )−2
.

Remark that, similarly as in Alonso and Câmara (2016), since the policy space is bi-

nary and voters do not hold private information there is no room for strategic voting

in our model. Hence, citizen i ’s voting strategy under belief η(µ,βi ) is given by

a(η(µ,βi )) =1
{

µ≥µW (βi )
}

.

22It has been shown in psychology (Babad et al., 1992; Babad, 1995, 1997) as well as in behavioral

economics (Thaler, 2020) that voters political beliefs are often motivated by their partisan orientation.
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Due to the heterogeneity in β, there is always some level of belief polarization among

wishful voters for any µ ∈ ]0,1[. Let us measure such polarization by the sum of the

absolute difference between each pair of beliefs in the audience

π(µ) =
n−1
∑

i=1

n
∑

j=i+1

|η(µ,βi )−η(µ,β j )| (6)

for any µ ∈ [0,1].

Proposition 5. Under Sender’s optimal information policy, the signal that leads to

the implementation of the proposal also generates the maximum polarization among

voters.

Proof. See Appendix E.

To build an intuition of why this is the case, let’s first note that, in our model,

belief polarization and action polarization are closely related. Agents voting for the

implementation of the proposal distort their beliefs upwards, whereas agents vot-

ing for the status quo distort their beliefs downwards. We can thus see that maxi-

mum belief polarization should be attained for some belief for which action polariza-

tion is maximized, that is, for some belief at which (n + 1)/2 agents are voting one

way and the remaining (n − 1)/2 are voting another way. This is the case for any

µ ∈ [µW (βm−1),µW (βm+1)[.

Due to sincere voting, the result of the election always coincides with the vote of

the median voter under posterior belief µ. Accordingly, Sender’s indirect utility is

v(µ)=1
{

µ≥µW (βm)
}

,

for any µ ∈ [0,1]. The optimal information policy for Sender is thus supported on

{0,µW (βm)} whenever µ0 ∈ ]0,1/2[, and on {µ0} whenever µ0 ∈ ]µW (βm),1[. The pos-

terior µW (βm), which leads to the implementation of the proposal, belongs to the

interval [µW (βm−1),µW (βm+1)[ and, as such, is in the neighbourhood of the belief

that maximizes polarization for any distribution of preferences. When such distribu-

tion is symmetric around the median voter, polarization is maximized exactly at the

middle point in that interval, which is µW (βm).

We illustrate Proposition 5 below in Section 5.3 in a setup with 3 voters. Fol-
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0 µW (β3) µW (β2) µW (β1) 1
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η1(µW (β2))
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η3(µW (β2))
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•

•

•

µ

η(µ)

Figure 6: Beliefs distortions in the electorate for ρ = 2, β1 = 1/4, β2 = 1/2 and β3 = 3/4.

Polarization equals π(µ) = 2(η(µ,β1)−η(µ,β3)) which is maximized at µW (β2) = 1/2.

lowing Corollary 1, wishful thinking induces voters to switch from disapproval to

approval at different Bayesian posteriors µW (βi ). The optimal information policy

τ for Sender is the one that maximizes the probability of the median voter voting

for the approval. That is, supp(τ) = {0,µW (βm)} and µW (βm) = 1/2 is induced with

probability τ = µW (βm)/µ0 whenever µ0 ∈ ]0,µW (β2)[ and supp(τ) = {µ0} whenever

µ0 ∈ ]µW (β2),1[.

Let us now turn to polarization. First, it is quite easy to see in Section 5.3 that

π(µ) = 2
(

η(µ,β1)−η(µ,β3)
)

for any µ ∈ [0,1], as the distances to the median belief add up to η(µ,β1)−η(µ,β3).

Thus, it suffices to check where η(µ,β1)−η(µ,β3) is maximized. Quite naturally, po-

larization is maximized when the posterior belief induced by Sender is in between

µW (β3) and µW (β1). In particular, it is exactly maximized at the posterior belief

µW (β2) = 1/2 which is exactly the posterior belief Sender induces to obtain the ap-

proval of the proposal under her optimal policy.

Proposition 5 establishes that the intuition developed in this example is generally

valid when the partisan preferences of voters are symmetrically distributed around
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the median. In other words, attempts by a rational sender to maximize the probabil-

ity of approval induces, as an externality, maximal belief polarization among wishful

voters. This result differs from the literature studying the possible heterogeneity of

beliefs due to deliberate attempts at persuasion which tends to focus on polariza-

tion arising from differential access to information.23 Our model gives an alternative

mechanism to the rise of polarization, based on motivated beliefs: a sender can in-

duce polarization involuntarily when her message is subject to motivated interpre-

tations, and such polarization might be especially large whenever sender’s strategy

involves targeting an agent with a median preference.

6 Conclusion

In this paper we study optimal persuasion in the presence of a wishful Receiver. By

modeling wishful thinking as a process that optimally trades-off gains in anticipatory

utility with the cost of distorting beliefs, we characterize the correspondence between

wishful and Bayesian beliefs, highlighting the particularities that such belief forma-

tion process entails.

In particular, we show that wishful thinking impacts behavior, causing some ac-

tions to be favored in the sense that they are taken at a greater set of beliefs. This

has important implications for the strategic design of information, as it adds some

nuance on the way preferences and information determine behavior. Concretely, we

show that, in the presence of wishful thinking, persuasion is more effective when it is

aimed at inducing actions that are risky but can potentially yield a very large payoff

and less effective when it is aimed at inducing more cautious actions. We use this

model to illustrate why information disclosure seems less effective than expected at

inducing preventive health behavior and more effective than expected at inducing

dubious financial investments. Wishful thinking opens a channel for preferences to

interfere in belief formation, raising the question of what kind of belief polarization

could we observe in a population in which agents have access to the same informa-

tion but vary in their preferences. We show in an application that an information

designer interested in the approval of a proposal would, by optimally targeting the

23See Arieli and Babichenko (2019) for general considerations on the private persuasion of multiple

receivers and see Chan et al. (2019) for an application to voting.
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median voter in her choice of signal structure, induce, as an externality, maximum

polarization among the electorate whenever the proposal is approved.

Some studies already investigate the effects of wishful thinking on the outcomes

of strategic interactions (see, Yildiz, 2007; Banerjee et al., 2020; Heller and Winter,

2020). Further investigation on ways in which individual preferences might impact

information processing and how these may impact social phenomena such as belief

polarization in non-strategic and strategic settings seem to be promising paths for

future research.
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Appendix

A Proof for Proposition 1

Let Θ be any Polish space and let ∆(Θ) be the set of probability measures on Θ en-

dowed with its Borel σ-algebra, let also Cb(Θ) be the set of bounded continuous and

Borel-measurable real-valued functions on Θ.

For any η,µ ∈ ∆(Θ), by application of the Donsker-Varadhan variational formula

(see Dupuis and Ellis, 1997, Lemma 1.4.3) we have

C (η,µ)= sup
u(a,·)∈Cb (Θ)

∫

Θ

ρu(a,θ)η(dθ)− ln

(∫

Θ

exp
(

ρu(a,θ)
)

µ(dθ)

)

. (7)

Taking the Legendre-Fenchel’s dual to the variational equality (7) (see Dupuis and

Ellis, 1997, Proposition 1.4.2) we get

ln

(
∫

Θ

exp
(

ρu(a,θ)
)

µ(dθ)

)

= sup
η∈∆(Θ)

∫

Θ

ρu(a,θ)η(dθ)−C (η,µ). (8)

Hence, we have

Ψa(µ) =
1

ρ
ln

(
∫

Θ

exp
(

ρu(a,θ)
)

µ(dθ)

)

,

for any a ∈ A, any µ ∈∆(Θ) and any ρ ∈R∗
+. Moreover, the supremum in Equation (8)

is attained uniquely by the probability measure ηa(µ) ∈∆(Θ) defined by

ηa(µ)
(

Θ̃
)

=

∫

Θ̃
exp

(

ρu(a,θ)
)

µ(dθ)
∫

Θ
exp

(

ρu(a,θ)
)

µ(dθ)
,

for any Borel set Θ̃ (see, again, Dupuis and Ellis, 1997, Proposition 1.4.2).

In fact, we can extend the result beyond the case of the Kullback-Leibler diver-

gence. Define the ϕ-divergence between η and µ as

Dϕ(η||µ) =

∫

Θ

ϕ

(

dη

dµ
(θ)

)

µ(dθ),

where ϕ : R→ R+ is a proper, closed, convex and essentially smooth function such

that ϕ(1) = 0 and such that its domain is an interval with endpoints a < 1 < b (which
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may be finite or infinite). Let us also define the Legendre-Fenchel conjugate of ϕ,

denoted ϕ∗, by

ϕ∗(y) = max
x∈R

x y −ϕ(x)

for any y ∈R. Then, the following proposition holds.

Proposition 6. Receiver’s belief motivated by action a under posterior µ uniquely sat-

isfies

ϕ′

(

dη

dµ
(θ)

)

= ρu(a,θ),

for any θ ∈ Θ, any a ∈ A and any µ ∈ ∆(Θ), while Receiver’s optimal psychological

payoff equals

Ψa(µ) =
1

ρ

∫

Θ

ϕ∗
(

ρu(a,θ)
)

µ(dθ),

for any a ∈ A and any µ ∈∆(Θ).

Proof. This proposition is a direct application of Theorem 4.4 in Broniatowski and

Keziou (2006).

B Overoptimism about preferred outcomes

Fix an a ∈ A and letΘa be the (measurable) set of states such thatΘa = arg maxθ∈Θ u(a,θ).

Define δ(a,θ) = u(a,θ)−u(a,θ∗) for all θ and some θ∗ ∈Θa . Remark that ηa(µ)(Θa )

can be expressed as follows:

ηa(µ)(Θa) =

∫

Θa

exp
(

ρu(a,θ)
)

µ(dθ)

∫

Θ

exp
(

ρu(a,θ)
)

µ(dθ)

=
µ(Θa )

µ(Θa )+

∫

Θ\Θa

exp(ρδ(a,θ))µ(dθ)

.

Let’s define the function

h(ρ) =
µ(Θa)

µ(Θa )+

∫

Θ\Θa

exp
(

ρδ(a,θ)
)

µ(dθ)
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for any ρ ∈R∗
+.

First, remark that h(0)=µ(Θa ). Moreover, by Leibniz integral rule, we have

h′(ρ) =
−µ(Θa )

∫

Θ\Θa

δ(a,θ)exp
(

ρδ(a,θ)
)

µ(dθ)

≥ 0

for any ρ ∈ R∗
+, since δ(a,θ) ≤ 0. Finally, we also have that limρ→+∞ h(ρ) = 1. Hence

the probability of payoff maximizing states is bounded below by the Bayesian poste-

rior µ(Θa ), is always increasing and is converging to 1 from below. Hence, a wishful

Receiver always puts more probability mass on Θa than a Bayesian and eventually

believes that the state belongs to Θa with probability 1 when ρ becomes large.

C Proof for Lemma 1

Let us study the properties of the belief threshold µW as a function of ρ and payoffs.

First of all, let us define the function

µW (ρ) =
exp(ρu0)−exp(ρu1)

exp(ρu0)−exp(ρu1)+exp(ρu1)−exp(ρu0)
.

for any ρ ∈ R∗
+. To avoid notational burden, we omit the superscript W in the proof.

We can find the limit of µ(ρ) at 0 by applying l’Hôpital’s rule

lim
ρ→0

µ(ρ) = lim
ρ→0

u0 exp(ρu0)−u1 exp(ρu1)

u0 exp(ρu0)−u1 exp(ρu1)+u1 exp(ρu1)−u0 exp(ρu0)

=
u0 −u1

u0 −u1 +u1 −u0

=µB .

So, we are back to the case of a Bayesian Receiver whenever the cost of distortion

becomes infinitely high. After multiplying by exp(−ρu0) at the numerator and the

denominator of µ(ρ) we get

µ(ρ) =
1−exp(ρ(u1 −u0))

1−exp(ρ(u1 −u0))+exp(ρ(u1 −u0))−exp(ρ(u0 −u0))
.
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So the limit of µW at infinity only depends on the sign of u1 − u0 as, by assump-

tion, u1 −u0 < 0 and u0 −u0 < 0. Hence, limρ→+∞µ(ρ) = 1 when u1 −u0 < 0 and

limρ→+∞µ(ρ) = 0 when u1 −u0 > 0. Finally, in the case where u0 = u1 we have

lim
ρ→+∞

µ(ρ) = lim
ρ→+∞

1−exp(ρ(u1 −u0))

2−exp(ρ(u1 −u0))−exp(ρ(u0 −u0))

=
1

2
.

Let us now check the variations of the function. After differentiating with respect to

ρ and rearranging terms, one can remark that the derivative of µ(ρ) must verify the

following logistic differential equation with varying coefficient

µ′(ρ) =α(ρ)µ(ρ)(1−µ(ρ)),

where

α(ρ) =
u0 exp(ρu0)−u1 exp(ρu1)

exp(ρu0)−exp(ρu1)
−

u1 exp(ρu1)−u0 exp(ρu0)

exp(ρu1)−exp(ρu0)
,

for all ρ ∈ R∗
+, together with the initial condition µ(0) = µB . Hence, α completely

dictates the variations of µ(ρ). Let us study the properties of the function α defined

on R∗
+. First, still applying again l’Hôpital’s rule, its limits are given by

lim
ρ→0

α(ρ) =
u0 −u0 − (u1 −u1)

2

=
1

2
(u0 −u1)

and

lim
ρ→+∞

α(ρ) = u0 −u1

= umax.

Second, after rearranging terms, its derivative is given by

α′(ρ) =
(u0 −u1)2

cosh(ρ(u0 −u1))−1
−

(u1 −u0)2

cosh(ρ(u1 −u0))−1
,
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for any ρ ∈R∗
+, where cosh is the hyperbolic cosine function defined by

cosh(x) =
ex +e−x

2
,

for any x ∈R. Remark that the function defined by

f (x) =
x2

cosh(ρx)−1
(9)

is strictly decreasing onR∗
+. So, we haveα′(ρ) < 0 and thereforeµW strictly decreasing

for all ρ ∈ R∗
+ if and only if u0 −u1 > u1 −u0. Accordingly, α is always a strictly mono-

tonic function if and only if u0 6= u1 and u0 6= u1. Hence, excluding the extreme case

where u0 = u1 and u0 = u1 so α′(ρ) = 0 and µ(ρ) = µB for all ρ ∈ R∗
+, three interesting

cases arise, all depicted on Figure 7 for different payoff matrices:

(i) If umax < 0, function α has a constant sign for any ρ ∈ R∗
+ if and only if u0 < u1,

in which case µW is strictly decreasing from µB to 0. In case u0 > u1, α has

a varying sign so µW starts from µB and is sequentially strictly increasing and

strictly decreasing toward 0.

(ii) If umax = 0, function α has a constant sign for any ρ ∈ R∗
+. In this case µW is

strictly increasing from µB to 1/2 if and only if u0 > u1.

(iii) If umax > 0, function α has a constant sign for any ρ ∈ R∗
+ if and only if u0 > u1,

in which case µW is strictly increasing from µB to 1. In case u0 < u1, α has a

varying sign so µW starts from µB and is sequentially strictly decreasing and

strictly increasing toward 1.

Accordingly, in case µW is non-monotonic in ρ, there always exists some ρ > 0 such

that µW (ρ) =µB . This concludes the proof.
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(a) Functions α and µW when umax < 0.
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(b) Functions α and µW when umax = 0.
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(c) Functions α and µW when umax > 0.

Figure 7: Functions α and µW for different payoff matrices (uθ
a)a,θ∈A×Θ. Action a = 1

is favored by a wishful Receiver whenever µW <µB .

43



D Proof for Proposition 2

Assume |Θ| = n where 2 ≤ n ≤∞. We want to show that ∆B
1 ⊂ ∆

W
1 if, and only if, the

payoff matrix (u(a,θ))(a,θ)∈A×Θ and the wishfulness ρ verify at least one of property

(i), (ii) or (iii) in Lemma 1 for every pair of states θ,θ′ ∈Θ.

Extreme point representation for ∆
B
1 and ∆

W
1 . First, remark that ∆B

a and ∆
W
a are

both convex polytopes in R|Θ| defined by

∆
B
a =∆(Θ)∩

{

µ ∈R
|Θ| : ∀a′

∈ A,
∑

θ∈Θ

u(a,θ)µ(θ) ≥
∑

θ∈Θ

u(a′,θ)µ(θ)

}

,

and

∆
W
a =∆(Θ)∩

{

µ ∈R
|Θ| : ∀a′

∈ A,
∑

θ∈Θ

exp
(

ρu(a,θ)
)

µ(θ) ≥
∑

θ∈Θ

exp
(

ρu(a′,θ)
)

µ(θ)

}

.

The sets ∆
B
a and ∆

B
a are thus compact and convex sets in R

|Θ| with finitely many ex-

treme points. Let us now characterize the sets of extreme points of ∆B
1 and ∆

W
1 . For

any µ ∈R|Θ|, define the systems of equations

AB
·µ= b, µ≥ 0

and

AW
·µ= b, µ≥ 0

where

AB
=





uB (θ1) . . . uB (θn)

1 . . . 1



 ,

and

AB
=





uW (θ1) . . . uW (θn)

1 . . . 1



 ,
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are 2×n matrices, where uB (θ) = u(1,θ)−u(0,θ) and uW (θ) = exp(ρu(1,θ))−exp(ρu(0,θ))

for any θ ∈Θ, and

b =





0

1



 .

In what follows, we always assume that (uB (θ))θ∈Θ and (uW (θ))θ∈Θ are such that

rank(AB ) = rank(AW ) = 2.24 Let us recall some mathematical preliminaries.

Definition 2 (Basic feasible solution). Let θ,θ′ ∈Θ be any pair of states. A vector µ∗ is

a basic feasible solution to AB ·µ= b (resp. AW ·µ= b), µ≥ 0, for θ,θ′ if AB ·µ∗ = b (resp.

AW ·µ= b), µ∗(θ),µ∗(θ′) > 0 and µ∗(θ′′) = 0 for any θ′′ 6= θ,θ′.

Lemma 2 (Extreme point representation for convex polyhedra). A vector µ ∈R|Θ| is an

extreme point of the convex polyhedron ∆
B
1 (resp. ∆B

1 ) if, and only if µ is a basic feasible

solution to AB ·µ= b, µ≥ 0 (resp. AW ·µ= b, µ≥ 0).

Proof. See Panik (1993) Theorem 8.4.1.

Therefore, to find extreme points of ∆B
1 , we just have to solve the system of equa-

tions






















µ(θ)uB (θ)+µ(θ′)b(θ′) = 0

µ(θ)+µ(θ′) = 1

µ(θ),µ(θ′) ≥ 0

(10)

for any pair of states θ,θ′. When either µ(θ) = 0 or µ(θ′) = 0, the solution to (10) is

given by the Dirac measure δθ only if uB (θ) ≥ 0. Denote E
B
1 the set of such beliefs.

The set E
B
1 then corresponds to the set of degenerate beliefs under which a Bayesian

Receiver would take action a = 1. Now, if µ(θ),µ(θ′) > 0 then the solution to (10) is

given by

µB
θ,θ′ =

u(0,θ′)−u(1,θ′)

u(0,θ′)−u(1,θ′)+u(0,θ)−u(1,θ)
.

Such a belief is exactly the belief on the edge of the simplex between δθ and δθ′ at

which a Bayesian decision-maker is indifferent between action a = 0 and a = 1. De-

note I
B the set of such beliefs. Hence, we have

ext(∆B
1 ) = E

B
1 ∪I

B .

24This amounts to assuming that payoff are not constant across states.
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Following the same procedure, the set of extreme points of ∆W
1 is given by E

W
1 ∪I

W ,

where E
W
1 is the set of degenerate beliefs at which uW (θ) ≥ 0 and I

W is the set of

beliefs

µW
θ,θ′(ρ) =

exp(ρu(0,θ′))−exp(ρu(1,θ′))

exp(ρu(0,θ′))−exp(ρu(1,θ′))+exp(ρu(0,θ))−exp(ρu(1,θ))
,

for any θ,θ′ ∈Θ. Now, applying Krein-Milman theorem, we can state that

∆
B
1 = co

(

E
B
1 ∪I

B
)

and

∆
W
1 = co

(

E
W
1 ∪I

W
)

Sufficiency. Assume the payoff matrix (u(a,θ))(a,θ)∈A×Θ and the wishfulnessρ verify

at least one of property (i), (ii) or (iii) in Lemma 1 for every pair of states θ,θ′ ∈ Θ.

Therefore, we have µW
θ,θ′

(ρ) > µB
θ,θ′

for any θ,θ′ ∈ Θ. This implies I
B

1 ⊂ ∆
W
1 , since

action a = 1 is favored by a wishful Receiver on each edge of the simplex. Moreover,

it is trivially satisfied that E
B
1 = E

W
1 . Hence, since any point in ∆

B
1 can be written as a

convex combination of points in E
B
1 ∪I

B ⊂∆
W , it follows that ∆B

1 ⊂∆
W
1 .

Necessity. Assume now that ∆B
1 ⊂ ∆

W
1 . Therefore, we have µW

θ,θ′
(ρ) > µB

θ,θ′
for any

θ,θ′ ∈Θ which implies that (u(a,θ))(a,θ)∈A×Θ and the wishfulness ρ verify at least one

of property (i), (ii) or (iii) in Lemma 1 for every pair of states θ,θ′ ∈Θ.

E Proof for Proposition 5

First, note that we can always index the voters in an ascending order of β, such that

η(µ,βi ) ≥ η j (µ) for all µ ∈∆(Θ) whenever i < j , such that

π(µ) =
n−1
∑

i=1

n
∑

j=i+1

η(µ,βi )−η(µ,β j )
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does indeed represent the absolute difference between each pair of beliefs. Now, re-

mark that the sum can be rearranged in the following way:

π(µ) =
n−1
∑

i=1

n
∑

j=i+1

η(µ,βi )−η(µ,β j )

=(n −1)η1(µ)+ (n −2)η2(µ)−η2(µ)+

·· ·+
n −1

2
η(µ,βm)−

n −1

2
η(µ,βm)+·· ·+

η(µ,βn−1)− (n −2)η(µ,βn−1)− (n −1)ηn(µ)

=

m
∑

i=1

(n +1−2i )(η(µ,βi )−η(µ,βn+1−i )),

for any µ ∈ [0,1], where m = (n +1)/2. That is, we can express it in terms of the dif-

ferences in beliefs among voters who are equidistant from the median. To see that

this is true, we need to first realize that each belief appears n−1 times in Equation (6)

(since each belief is paired once with each of the other n −1 beliefs). The beliefs of

voters below the median appear more often as positive than negative (the belief of

the first voter is positive in all of its pairings, the belief of the second voter is positive

in all of its pairing except for the pairing with the first voter, etc.), whereas the beliefs

of voters above the median are more often negative than positive. If we rearrange the

terms of the sum in order to pair symmetric voters, the term (η(µ,β1)−ηn(µ)) appears

n−1 times, whereas the term (η2(µ)−η(µ,βn−1)) appears n−3 times, since out of the

n−1 times η2(µ) appears on Equation (6), n−2 of them are positive and 1 is negative

(the converse is true for η(µ,βn−1)). One can continue the same reasoning for all the

pairs of symmetric voters, and get to the formulation of π(µ) presented above. Note,

also, that the belief of the median voter is summed and subtracted at the same rate,

such that it does not matter in our measure of polarization.

Consider the distance between beliefs of any pair of symmetric voters η(µ,βi )−

η(µ,βn+1−i ) for i ∈ {1, . . . ,m}. Given our symmetry assumption these two agents are

symmetric, such that βi = 1−βn+1−i . It is not difficult to show that any of those pair-

wise distances is maximized when agent i is distorting its belief upwards and agent

n +1− i is distorting its belief downwards. That is, when µ ∈ [µW (βi ),µW (βn+1−i )].

First, the distance between symmetric beliefs in such an interval can be rewritten

47



as

η(µ,βi )−η(µ,βn+1−i ) =
µexp(ρβi )

µexp(ρβi )+ (1−µ)
−

µ

µ+ (1−µ)exp(ρβi )
.

for any i ∈ {1, . . . ,m} and µ ∈ [µW (βi ),µW (βn+1−i )].

Second, by taking the first order condition in this interval and rearranging it we

get

µ+ (1−µ)exp(ρβi )

µexp(ρβi )+ (1−µ)
= 1,

such that the difference between symmetric beliefs is maximized uniquely at

µ=µW (βm) =
1

2
,

for any i ∈ {1, . . . ,m}, βi ∈ ]0,1[ and any ρ ∈R∗
+. Since

µW (βm) = arg max
µ∈[0,1]

η(µ,βi )−η(µ,βn+1−i )

for any i ∈ {1, . . . ,m}, we get

µW (βm) = arg max
µ∈[0,1]

π(µ),

which concludes the proof.

F Proof for Proposition 4

First, we define the function

ψ(z) =
1

1−F (z)

∫θ

z
exp(ρθ) f (θ)dθ,

for any z ∈ [θ,θ[ and adopt the convention that ψ(θ) = exp(ρθ). It is not difficult to

show that ψ is a continuous and strictly increasing function from ψ(θ) = x̂ < 1 to

ψ(θ) = exp(ρθ). Define similarly the function

ϕ(z) =
1

1−F (z)

∫θ

z
θ f (θ)dθ,
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for any z ∈ [θ,θ[ and ϕ(θ) = θ. Again, it is not difficult to show that ϕ is a continuous

and strictly increasing function from ϕ(θ) = m̂ < 0 to ϕ(θ) = θ.

Since ψ is strictly increasing, it thus suffices to show that ψ(θB ) > 1 = ψ(θW ) to

prove that θW < θB . Applying Jensen’s inequality, it follows that

ψ(z) > exp(ρϕ(z)),

for any z ∈ ]θ,θ[, where the strict inequality comes from the strict convexity of z 7→

exp(ρz) and the non degeneracy of F . In particular, Jensen’s inequality holds with

equality at θ and θ, but, by the intermediate value theorem, it must be that θB (as

well as θW ) lie in the open interval ]θ,0[. Thus, we have

ψ(θB ) > 1,

since ϕ(θB ) = 0 and θB 6= θ,θ.
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