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Taking Stock of Qualitative Methods of Evaluation:  
A Study of Practices and Quality Criteria 

 
 
  

 
Abstract 
Research on evaluation has mapped the landscape of quantitative evaluation methods. There 
are far fewer overviews of the practice of qualitative evaluation methods. We present a meta-
study of scholarly articles from five widely read evaluation research journals, examining the 
types of methods used and the transparency of their quality criteria. Our sample includes 50 
out of about 1070 articles. First, we document a remarkable variety of qualitative methods, 
but some stand out: Case studies and stakeholder analysis, often combined with interview 
techniques. Articles rarely define and conceptualise their methods explicitly. This is under-
standable from a practical point of view, but it can make it difficult to critically interrogate 
findings and build knowledge. Finally, we find that the transparency of qualitative criteria 
required in the literature is not always sufficient, which can hinder the synthesis of results. 

 

 

Keywords: Research on Evaluation, Meta-Study, Qualitative Methods, Qualitative Criteria, 
Appraisal.  
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Introduction 

Qualitative approaches to evaluation are a powerful tool for analyzing processes in projects, 
programs and policies. In addition to formative evaluation, qualitative approaches are 
increasingly playing a role in summative evaluation, where their particular strength lies in 
uncovering complex causal relationships (Maxwell, 2020). Qualitative evaluation is also 
increasingly being used in the context of evidence-based policy. However, although the 
potential of qualitative evaluation designs is evident, their use in evaluation often falls behind 
quantitative evaluation designs. Reasons for this include the fact that the underlying 
information is not considered accurate, the credibility of the results is questioned, or that 
qualitative designs are assumed to be more suitable for small and local evaluations (Henry, 
2015). 

Moreover, while qualitative results sometimes find their way into policy implementation as 
influential individual studies, they tend to be more influential when summarized in qualitative 
syntheses. For this, however, they must rely on common and explicitly reported standards. 
Carroll et al. (2012), for instance, argue that the explicit reporting of standards is a good 
measure for the methodological quality of a study. In a sensitivity analysis, they investigate 
whether the exclusion of insufficiently reported studies from a synthesis influences the 
conclusions. They conclude that inadequately reported studies made hardly any contribution 
to the overall result and therefore recommend their exclusion. While such calls remain 
controversial (Verhage and Boels, 2017), the real-world influence of qualitative evaluations 
depends on whether they report their results in an appropriate form. 

Therefore, the acceptance of qualitative approaches depends on the extent to which they 
communicate credibility techniques in the production and analysis of empirical evidence 
(Anastas, 2004; Liao and Hitchcock, 2018). Handbooks of professional organizations have 
long demanded quality of inference and empirical evidence. Examples are the American 
Evaluation Association, the Canadian Evaluation Society (Yarbrough et al., 2011) or the 
various national evaluation associations in Europe (i.e. European Evaluation Society). Criteria 
for credibility of qualitative evaluation thus exist and the primary question is whether they are 
also applied and reported in evaluations (Macklin and Gullickson, 2022). The methodological 
diversity of qualitative evaluations, however, comes with the additional challenge of how to 
synthesize findings based on heterogeneous methods with heterogeneous purposes (Lawarée 
et al., 2020). Qualitative approaches comprise different ontological and epistemological 
positions. As Patton (2015, p. 164) puts it: “Qualitative inquiry is not a single, monolithic 
approach to research and evaluation.”  

In this contribution, we are therefore interested in two related research questions in this 
context. We are interested in how far qualitative evaluations follow methodological 
recommendations mentioned in the literature on qualitative research methods, and how they 
report these standards. A common foundation of qualitative approaches and common practices 
of reporting thus plays a role in practical and academic discussions of evaluation, especially 
when we consider the increasing prestige of evidence-based policy (Buckley et al., 2020; 
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Sanderson, 2002). The findings of qualitative evaluations, in turn, depend on the approaches 
and methods that are common and accepted in the field. Therefore, we also document the 
methods employed, instruments used and empirical strategies proposed, as the reported 
quality standards relate to these. In addition to documenting evaluation methods as they are 
published, this also helps us to recognize patterns across different methods. 

In the following, we analyze in several steps qualitative evaluations published in scientific 
journals in the period from 2015 to 2019. First, we draw a sample of 1070 articles, which we 
examine by simple content analysis to show the variety of qualitative approaches and methods 
used. In a second step, we draw a sample of 50 articles, which we code manually. We follow 
established reporting and quality criteria for qualitative research. As expected, the results 
show a broad spectrum of qualitative evaluation approaches – similar to the large sample. 
Case studies are the most common evaluation design. Stakeholder analysis and community 
analysis are two of the most important categories of evaluation, while interviews tend to be 
the most important source of information. When we shift to the reporting of quality criteria, 
no uniform practice seems yet to emerge. For instance, relatively few articles talk about the 
role the evaluator plays in the evaluation, let alone a deeper reflection on positionality, and 
the role of the evaluator in the evaluation context. While this is understandable from a practical 
point of view, it constitutes a lost opportunity for a more systematic inquiry. We also find few 
systematic differences between methods. For instance, case studies are not much more likely 
to report transferability than other types of evaluation designs despite the fact that case studies 
would naturally lend themselves for such discussions. 

In the following section, we discuss criteria and reporting standards in qualitative research 
and evaluations. In the third section, we explain our strategy regarding the selection and 
coding of our smaller sample. The fourth section presents the results. In the final section, we 
discuss the implications of the results. 

I. Methods and reporting practices of evaluation 

The field of qualitative methods of evaluation is diverse, so our contribution can hardly do 
justice to all varieties and purposes of evaluation, but there are excellent overviews for 
qualitative evaluation methods (Bamberger et al., 2009; Befani, 2020; Donaldson and Lipsey, 
2006; Donaldson and Scriven, 2003; Maldonado Trujillo and Pérez Yarahuán, 2015; Patton, 
2015). We will talk more about the diversity of methods in our section on how we coded the 
articles, but one source of that diversity is worth highlighting. A major distinction lies in the 
epistemology on which qualitative methods are built. While many qualitative approaches such 
as process tracing often follow a positivist logic, others combine insights from positivist and 
constructivist logics (e.g. Pawson and Tilley, 1997) or are firmly based on interpretative-
hermeneutic perspectives (Henry and Mark, 2003). 

Perhaps as a result of these different theoretical traditions, few studies have mapped the 
diversity of the field. There are, however, excellent textbooks both on evaluation research 
(Patton, 2015; Shaw, 1999) as well as qualitative research methods (Creswell, 2007; Denzin 
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and Lincoln, 2018; Maxwell, 2013) which provide tools for categorizing different approaches. 
There is also a vibrant discussion of research on evaluation picking up many of the themes we 
develop below (Apgar et al., 2024; Azzam, 2011; Christie and Fleischer, 2010; Coryn et al., 
2017; Lawarée et al., 2020; Leininger and Schiller, 2024; Miller, 2010; Smith, 1993; Teasdale, 
2021; Teasdale et al., 2023). 

Against the background of methodological diversity in qualitative evaluation there are calls 
for professionalization (Picciotto, 2011; United Nations Evaluation Group, 2016), and for 
common reporting practices in evaluation reports (Carroll et al., 2012; Miller, 2010; 
Montrosse-Moorhead and Griffith, 2017). While several of these standards already exist, 
converging on common labelling them remains a challenge. There are multiple appraisal tools 
for various subject areas (Majid and Vanstone, 2018). Examples of subject-specific standards 
are the Consolidated Standards of Reporting Trials (CONSORT), which define reporting 
criteria for RCTs in the medical field (CONSORT Group et al., 2010), the Consolidated 
Criteria for Reporting Qualitative Research (COREQ) (Tong et al., 2007), which are specific 
for studies that use interviews and focus groups or the Qualitative Research Guidelines (QRG) 
(Wu et al., 2016), mainly serve as author guidelines for the Journal of the Society of Social 
Work and Research. In the rest of this section, we briefly look at the difficulties of developing 
common quality criteria for qualitative social research and evaluation and look at existing 
catalogues for common standards in the field of qualitative evaluation. 

In the field of evaluation practice, Macklin and Gullickson (2022) show the broad spectrum 
of conceptualization of the term “validity”. Depending on the underlying research paradigm, 
validity can be conceptualized as internal or external validity, or as translational or interpretive 
validity, to name just a few approaches. Validity can also be conceptualized more narrowly in 
terms of research design, data sources and sampling as well as measurement, or thought of 
more broadly, which would also include preparation, reporting of results and evaluation use. 
Here too, scholars find a great diversity of concepts in their synthesis of the corresponding 
literature.  

If we want to examine the quality criteria used in qualitative evaluations, we cannot work with 
the criteria of the positivist approach alone. Criteria exported from quantitative positivist do 
not suffice to account for most problems in qualitative evaluation research. However, 
qualitative researchers have proposed alternative criteria to those used in positivist 
hypothetico-deductive research (Jacobs et al., 2021: 186–187). One example is 
“trustworthiness” (Guba and Lincoln, 1989; Lincoln, 2005; Schwartz-Shea and Yanow, 2012: 
91–114) of the research results instead of validity, reliability and replicability. The 
methodological literature offers a whole range of benchmarks in this regard, some of which 
are specific to certain approaches (cf. Creswell, 2007, p. 203). These criteria cannot be directly 
translated into positivist terminology, but they can be thought of as functional analogies.  
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Taking inspiration from Apgar et al. (2024) and others, the following grouped characteristics 
are crucial for the credibility or trustworthiness of qualitative research as a minimum 
requirement: Reflexivity, confirmability and transferability.  

1) Reflexivity, and, relatedly, positionality, is a fundamental stance of qualitative research 
(Alvesson and Sköldberg, 2018; Schwartz-Shea and Yanow, 2012: 99–104). Qualitative 
research acknowledges the impact of the researcher on the participants; researchers are part 
of the field, so to speak, rather than outside observers. This point of view is important for 
evaluation, especially for participatory forms of evaluation. It is also important for readers of 
evaluation research to better understand the role the evaluator plays in the evaluation. 

2) Another criterion is transparency or confirmability. Since qualitative methods have to 
reconcile various sensitive issues, such as protecting sources, building trust, and honoring 
contextual information, transparency of research is secured by confirmable procedures, such 
as “member checking” (Schwartz-Shea and Yanow, 2012: 106), a detailed description of the 
process of analysis, coding procedures and inter-coder agreement (Creswell, 2007: 209–210). 
Similar to positivist approaches, however, we also consider – in line with Carroll et al. (2012) 
– the justification of the choice of methods and selection of data sources to be important for a 
transparent approach.  

3) A final criterium is the transferability of results (Schwartz-Shea and Yanow, 2012: 47–48), 
which is often not the central aim of qualitative research and evaluation. Still, generalizability 
is an important issue, as evaluation research wants to highlight aspects that are important 
beyond the specific intervention. In synthetic or systematic reviews this criterium plays a huge 
role. We are therefore interested in the transferability of the results to other cases with a similar 
context (Guba and Lincoln, 1989; Lincoln, 2005). To give just one example: a “thick 
description” of the case under evaluation might help to transfer findings of the case into a 
wider field of similar cases (Schwartz-Shea and Yanow, 2012: 145) or also a discussion under 
which contextual conditions the results are transferable. All in all, we assume that reflexivity, 
confirmability and transferability ensure the trustworthiness of qualitative evaluations as 
minimum requirements. 
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Table 1. Overview for Qualitative Criteria in Social Sciences. 

Quantitative Qualitative 

Objectivity/ Inter-subjectivity Reflexivity/ Positionality/(In-)Dependence 

Validity, Reliability, Replicability Transparency/ Confirmability 

Generalizability Transferability 

 

Note: Own compilation on basis of the sources mentioned above. 

Table 1 gives our stylized overview over the methodological debate on quality criteria1.  Note 
that we do not claim that those standards should only relate to quantitative or qualitative 
approaches exclusively. We also do not want to draw strong analogies between a standard 
such as objectivity on the quantitative side, and reflexivity on the qualitative side. With these 
clarifications in mind, Table 1 (right-hand side) will inform most of our coding for the quality 
criteria in the rest of the paper. 

II. Selection of articles and coding procedure 

Qualitative researchers highlight the need to be transparent about researchers’ own positions 
as well as initial failures and a learning in the research process (Jacobs et al., 2021). Therefore, 
we start with some reflections on our own independence and positionality. We are both 
academic researchers with practical experience in evaluation, but not involved in any 
organization or ongoing evaluation activity. In particular, we have no direct relationship to 
any of the coded articles analyzed below. Given our personal research experience, we may 
both have a bias towards quantitative methods of evaluation and the positivist paradigm, as 
our own research often uses quantitative studies. We thus try to be as transparent about the 
following research methodology and our trial-and-error approach to making sense of the 
information.  

Our selection of articles has two aims. First, it should cover a broad range of relatively 
comparable qualitative evaluations, and second, it should be accessible to a broad readership. 
We decided to only look at articles published in peer-reviewed journals, as these are read by 
a broad readership, are a relatively homogeneous group, and often focus on issues of 
methodology. Similar to Christie and Fleischer (2010), Coryn et al. (2017) and Teasdale et al. 
(2023), we focus on major, general journals of evaluations. This also implies that we do not 
include grey literature which might sometimes have more methodological appendices and 
details.  

 
1 See Macklin and Gullickson (2022) for a more comprehensive list on validity criteria. 



LIEPP Working Paper n° 171 

 

 
7 

 

 

To select the journals, we first looked at the full list offered in Social Sciences Citation Index, 
especially those listed as “social science interdisciplinary” and “evaluation” journals. We have 
avoided specific journals that only focus on evaluating certain areas such as health, education 
etc. Our final list includes American Journal of Evaluation, Canadian Journal of Program 
Evaluation, Evaluation, Evaluation and Program Planning and Evaluation Review. For 
practical reasons, we have opted for a period of five years (2015–19), resulting in a total of 
some 1150 articles (see Appendix 1). 

Figure 1. PRISMA flow chart for identification of studies via databases and registers. 
Flow diagram adopted from Page et al. (2021). 
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The flow diagram in Figure 1 illustrates our approach. In our first attempt, we checked all 
articles for qualitative evaluations, using tags (and keywords) provided by the journals as a 
first filter. In particular, we excluded studies that entailed tags associated with purely 
quantitative analysis or theoretical contributions without reference to any sort of cases or 
empirics. This first selection resulted in 1070 articles, the total number of qualitative articles 
in the selected journals for the period under review. With these articles, we did some simple 
keyword searches to get a feeling for the overall collection of articles. Although this crude 
and simplistic quantitative content analysis leaves much to be desired for (cf. below) and was 
not our main aim, it does give some indication of the relationships between all articles and 
those finally selected and coded.  

We tested our initial coding scheme with a random sample of 95 papers. We coded these 
articles according to a simple coding scheme that gives us a first overview of the distribution 
of the articles in relation to the categories listed in Appendix 2. We coded 54 articles 
separately, and 41 articles jointly. We then checked the jointly coded articles for inter-coder 
reliability, which resulted low at 52.2 percent (Krippendorff, 2011: 211–256). After 
discussing and correcting the discrepancies in our coding strategies, we decided to adapt our 
coding strategy and to use a two-stage deliberative coding procedure (e.g. Hak and Bernts, 
1996; Saldaña, 2021).  

In our final approach we started with a new stratified random selection of 10 articles from 
each year to reach our final sample of 50 articles from 2015–19. Stratification means that we 
draw a random sample from a specific group (stratum), using the year of publication as the 
stratum to obtain a better-balanced final sample. The random selection of articles mainly 
serves to minimize our own bias in terms of topics and methods. In the first round, we coded 
the articles separately. In the second round, we discussed each article and made adjustments 
to our coding. In very few cases, we could not agree on a common coding because we either 
had different impressions or the articles were not clear enough. However, for the vast majority 
of the codings, we agreed after the second stage, bringing the final intercoder reliability to 
96.4 per cent (Appendix 3). This high result is not surprising given the deliberative approach. 
It simply documents the change in our own research strategy and gives some indication of 
where problems may have arisen in our coding strategy2.   

 

 

 

 

 
2 We also coded a random sample of 20 papers from 2020-2022 as a control. The results are similar to those of 
the sample of 50 papers from 2015-2019 in Figure 2. 
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III. Results for Sample Characteristics and Types of Methods 

Before looking at the results of the small sample of 50 articles, we present some comparative 
information for the initial, larger sample of 1070 articles and compare it to the smaller, final 
sample (see list of articles in Appendix 9). The comparison should be treated with caution, as 
the coding of the large sample was done by simple keyword search. As is well known (e.g. 
Krippendorff, 2011), simple (lexicographic) keyword searches have validity issues. For 
instance, our keyword searches resulted in a large number of missing observations (see 
below). Nevertheless, comparing the keyword searches with our deliberative coding reveals 
interesting cross-cutting forms of evidence and improves the transferability of the overall 
findings. When we compare the distribution of the studies' evaluands in terms of sectors, we 
see that the sectoral distribution is relatively similar between the two samples (table 2). This 
suggests that the smaller sample of 50 articles is not very different from all articles between 
2015 and 2019. 

Table 2. Sectoral Distribution of Coded Articles 

 

 

 

 

 

  
 

3.1. Results for Qualitative Methods, Designs and Sources 

We briefly document the enormous diversity of qualitative evaluation methods and their con-
texts. As discussed above, we have collected information on evaluation context, and the types 
of evaluations methods. We highlight some of those findings for the small sample of 50 arti-
cles. We start by looking at major categories of evaluations for which we took inspiration 
from Kusters (2011), Mathison (2005), Newcomer et al. (2015), Patton (2015), Shaw (1999) 
and Shaw et al. (2006). Clear demarcations between these categories are difficult. We also 
realized this in our own coding process. For this reason, Table 3 shows two types of frequen-
cies. One shows the first codes we gave. The idea behind the first codes is that it is the most 
intuitive choice of both coders, the category that first came to mind while reading the article. 
We contrast this with all codes given, in those cases where we allowed for multiple codes. 
Evaluation categories are such a case of multiple codings. Regardless of using first or all 
codes, we find that stakeholder analysis, in a broad sense of the word is, by far, the most 

 
50 articles all articles 

Sector frequency percent Fre-
quency 

percent 

Development 6 8 115 11 
Education 12 17 97 9 

Social & Labour 8 11 137 13 
Economic 4 6 32 3 

Health 30 42 258 24 
Administration 5 7 41 4 
Infrastructure 1 1 8 1 

Crime/Security 1 1 12 1 
Other 4 3 358 34 
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frequent category. The next categories are developmental and community-based evaluations, 
followed by mixed methods and evaluations that contain some form of theory of change or 
logic model.  

Some of these categories co-occur with each other relatively frequently (Appendix 4). For 
instance, community and participatory approaches often coincide, as do participatory ap-
proaches and stakeholder analysis. It is also not surprising that realist evaluations often contain 
a theory of change. Others are more orthogonal, i.e. they do not co-occur so often with other 
categories, especially the less frequent categories. Here are some examples of less frequent 
combinations: (Millett et al., 2016) who combine theory of change with developmental eval-
uation; (Suiter, 2017) who combines realist and community evaluation; Chen (2017) who 
combines stakeholder analysis with a quantitative approach in an importance-performance 
analysis; Frye et al. (2017) who combine community analysis, realist evaluation and theory of 
change with an quasi-experimental approach and Koleros et al. (2016) who use a mixed-meth-
ods approach with community and contribution analysis and theory of change. In general, we 
note that the different categories and approaches are very diverse, but some categories are 
clearly more dominant (see table 3). We also need to emphasize that larger categories such as 
stakeholder analysis hide a great deal of heterogeneity within the category (see below).  
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Table 3.  Evaluation Categories. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The diversity of qualitative methods is also evident in Table 4, which lists the different em-
pirical methods of information gathering that we have coded following Patton (2015). All 
articles contained interpretable information on the main empirical sources used. The table 
again shows both first codes and all codes. The most common category here is “interviews”. 
This comes at no great surprise since stakeholder, community and participatory approaches 
dominate the previous table. Reporting on the exact nature of these interviews varied greatly 
from article to article, so it is difficult to make a summary assessment. However, there are 
clearly major differences in interview methods in the sampled articles.  

Documents in a broad sense are the second most important category, but here too the hetero-
geneity is considerable. Often “documents” refers to official documents (such as policies, 
laws, regulations), but the category also contains field notes, protocols and other types of 
written records produced during the evaluation. Some categories were less common than we 

 
1st codes All codes 

 
Fre-

quency 

Percent Fre-

quency 

Percent 

Stakeholder analysis 17 41 23 32 

Community approach 5 12 6 8 

Realist evaluation 3 7 3 4 

Contribution analysis 1 2 2 3 

Participatory approach 2 5 9 13 

Developmental evaluation 4 10 8 11 

Process tracing 1 2 1 1 

Mixed methods 3 7 7 10 

Theory of change/ logic 

model 

3 7 9 13 

Network analysis 2 5 2 3 

Experimental 0 0 2 3 

Total 41 100 72 100 
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expected. For instance, anthropological methods such as direct observation are rare. Occa-
sionally we also found it difficult to differentiate between different categories – for instance, 
focus groups and participatory workshops were sometimes indistinguishable.  

Table 4. Data Sources. 

 

 

 

 

 

 

 

 

The appendices report further results on the different types of evaluation methods. The most 
frequent research design we could identify was the case study method (Appendix 5). Similar 
to “stakeholder analysis”, “case study” is a very broad category. Very few articles gave ex-
plicit definitions of the term “case” or discussed in detail issues related to the design of case 
study research. It often remained implicit, what the universe of cases should be and how the 
case studied relates to this universe.  

Most articles contained some form of program or project evaluation, but there were also many 
studies that focused on research on evaluation. Explicit meta-studies (meta-narratives, meta-
analysis etc.) were comparatively rare, as we excluded most quantitative evaluations (Appen-
dix 6). In terms of research paradigm, three quarters of all articles followed some form of the 
positivist paradigm. Constructivist and interpretative approaches were relatively rare (Appen-
dix 7). Similarly, “causal analysis” was the most frequent category, but closely followed by 
descriptive and explorative studies (Appendix 8). 

We see in this overview that three approaches and three methods are predominantly chosen to 
generate qualitative evaluation evidence. Stakeholder analysis, community approach and de-
velopmental evaluation account for 63 percent of the main approaches chosen. The most im-
portant research design is case studies. Data is collected primarily through interviews, docu-
ments and surveys (92 percent). This is interesting insofar as qualitative evaluations have a 

 
1st codes All codes 

 
Frequency Percent Frequency Percent 

Survey 11 22 12 12 

Interviews 20 40 28 29 

Focus groups 3 6 18 18 

Documents 15 30 26 27 

Participatory work-

shops 

0 0 10 10 

Direct observations 1 2 4 4 

Total 50 100 98 100 
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broad spectrum of approaches and methods at their disposal. In practice, however, they focus 
on far fewer techniques, almost as if there were an informal consensus on how to achieve 
qualitative results. At the same time, some studies take a more holistic view by combining 
several approaches, designs and data sources. Using this information of the types of methods, 
we can now turn to the reporting criteria to see whether there are differences across those 
methods, broadly defined. 

3.2. Reporting of Quality Criteria 

Montrosse-Moorhead and Griffith (2017) developed a comprehensive catalogue of criteria 
that provides a common quality basis across disciplines and methods. Their Checklist for 
Evaluation-Specific Standards (CHESS) takes into account a full range of criteria for all types 
of evaluation approaches. In this section, we use CHESS as an inspiration and combine it with 
the credibility criteria listed in table 1 to code our articles. 

Let us begin with perhaps the most important category – evaluator independence, which can 
be related to questions of reflexivity and positionality. Although explicit discussion of inde-
pendence was rare, we tried as best as we could to code information about the authors of the 
articles to assess their role in the evaluation. We have distinguished three cases: In the first 
case, the authors are both evaluators and policy makers. By the latter, we mean that they are 
also responsible for the intervention itself. This was the case for almost 30 percent of the 
articles. This form of (in)dependence prevails in participatory or developmental evaluations, 
for example, when representatives of health organizations are part of the evaluation team and 
also part of the team that wrote the research article. More common, however, is the situation 
where the authors are also the evaluators but are not responsible for the intervention itself, 
which is the case in 56 percent of the articles. This is perhaps the classic case of a formally 
independent evaluation.  

Of course, we know very little about the detailed social background of the evaluators and how 
close they are to those responsible for the intervention. For us independence was expressed 
only by method of exclusion: the authors did not appear to be involved in the original design 
of the intervention. Finally, in only 10 percent of the articles were the authors different from 
the evaluators and policy makers. This was the case when we coded meta-studies, i.e. authors 
who reviewed other people’s evaluations. Transparency with regard to independence helps 
readers of the evaluation study to assess the quality of the results more accurately, as Sturges 
(2015) shows: 

“I became involved in College Now (CN) when I was recruited during the program’s 
third year by the firm hired to perform its evaluation. One of my first evaluations, I 
oversaw classroom observations, interviews with students and teachers, and AP course 
plans and materials. At the same time, I was conducting a qualitative study on reform 
at two CN schools. [...] The simultaneity of projects provided me a unique insider–out-
sider perspective on CN and helped me reflect on my responsibilities as a junior evalu-
ator.” (p.462) 
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We also looked more closely at reflexivity and positionality. In our coding, “reflexivity and 
positionality” was present when authors explicitly described their own role as well as potential 
biases, subjective interpretation, and reflexive relationships. Figure 2 shows the percentage 
frequencies of simple yes and no dummy questions when we considered a quality criterion to 
be explicitly discussed (1) or otherwise (0). “Reflexivity” is the first bar in Figure 2, showing 
that only a small percentage of articles address reflexivity and positionality. Similarly, a key-
word search for reflexivity in the large sample of 1070 only gives 2 direct hits. And yet, there 
are exemplary accounts of reflexivity, such as Siebert and Myles (2019) deliberate approach 
to the implications of their own roles as external evaluators: 

“Our initial failure to reconstruct a programme theory that provided an accurate rep-
resentation of the programme made us reflect on our role as evaluators. How much 
direction do we as evaluators provide when this becomes apparent? Should we recon-
struct the theory for the programme as we perceive it, or should we focus on using 
methods that will facilitate a process that will enable stakeholders to do so themselves? 
[…] It was these questions and reflections that made us decide to find a way to remove 
misrepresentation and be assured that the process of reconstructing the programme 
theory was both transparent and representative of stakeholders’collective logic.” 
(p.471) 

It is obvious that not all types of evaluation methods require a deeper engagement with reflex-
ivity and positionality. Nonetheless, we think it is worth considering whether mainstreaming 
such considerations might not be an important aspect of all evaluation research. Qualitative 
researchers are very sensitive to such issues and could only strengthen their own contributions 
by being open about their positionality. Although some might see this to as weakening their 
own evidence,3 such a concern should be irrelevant in an academic context. Instead, if reflec-
tions on reflexivity and positionality become part of the reporting routine, this could greatly 
facilitate readers’ understanding of the evaluation context and evaluation research. 

The next major quality criterium is transferability (Figure 2, first row). According to our cod-
ing, nearly 50 percent of all articles discuss the transferability of findings to other cases, do-
mains, fields, or interventions. What exactly counts as transferability is, of course, context-
dependent, but it is enormously helpful for a reader of such articles to know the author’s as-
sessment of which parts of the general lessons would be transferable to other applications. 
Note that we coded transferability as “1” even when the authors explicitly mention that gen-
eralizations from the case are difficult or even impossible for specific reasons.  

Often it is useful to dismiss the idea of generalizability, but in most cases explicit discussions 
are helpful, especially when authors refer to their work as a “case study”. Against our expec-
tations those studies for which we coded the research design category as ‘case study’ did not 
have a significantly higher proportion of discussions of transferability. In about 50 percent of 
all case studies the transferability of findings was discussed (see below). In our opinion, this 
is a missed opportunity, because an open discussion about what the authors think in this regard 

 
3 Background interview with a professional evaluator at a major institution evaluating development projects. 
Name and details must remain confidential. 
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would be very helpful. It would give us the means to synthesize the results and create system-
atic reviews based on many cases. Nevertheless, there are interesting examples of how trans-
ferability of results can be communicated. For example, the role of context in the transferabil-
ity of results is also highlighted by Nielsen et al. (2019): 

“A strength of this study is the focus on the provider perspective of the implementation 
processes and the contextual descriptions of a successful school-based programme tri-
pling the amount of PE. (…) This potentially increases practitioners and decision-mak-
ers ability to assess the programme in relation to their individual context (…) – ulti-
mately strengthening the transferability of the programme and the strategies used to 
secure the implementation of additional PE or PA in a school context.” (p. 7) 

The importance of confirmability as a quality criterion is highlighted in Table 1. Such a crite-
rion is, of course, not easy to code. One thing we coded directly was whether the article ex-
plicitly mentioned data repositories, appendices, or other further information about the empir-
ical database or methodological appendices. Here again, we coded this criterion as “1” even 
if the authors explicitly stated that the information could not be shared due to data privacy 
issues. Very few studies explicitly stated such concerns about confirmability. Given that such 
direct reporting on transparent or confirmable reporting is relatively rare we also looked for 
instances, where authors motivated the choice or thoroughly described their methodological 
approach. Here we found several examples, such as in Kokko and Lagerkvist (2017): 

“All interviews were transcribed for analysis, which involved open coding of narrative 
descriptions according to the grounded theory generation procedure described by Gla-
ser and Strauss (1967), and development of thematic categories and abstraction of con-
ceptual metaphors to categories. The qualitative data organization software Atlas.ti 
Version 7.5.7 was used for organization of coding and categorization. When coding, 
especially in the construct elicitation step, the aim was to make broad enough categories 
of meaning for the elements of the ladders (A-C-V) in order to obtain links identified by 
more than one participant, without losing the relationships between the elements and 
not focusing on the elements themselves (…). Applicable codes were created for pair–
construct relationships, such as health and sickness, save or spend money, and sustain-
ing or difficulty in sustaining daily living, (…).” (p. 211) 

Part of confirmability, then, is whether the articles justify the choice of the approach, the 
choice of empirical source, and the selection of observations (if applicable). Here, the articles 
provided much more detailed information (see second row of Figure 2). Most articles implic-
itly or explicitly discussed why a particular approach (“approach” in Figure 2) was used – say 
realist evaluation or contribution analysis. About half of the articles also justified the empirical 
sources (“choice”) and observations (“selection”). Although not all studies lend themselves to 
such discussions, it is interesting to learn why an evaluation mainly relies on, for instance, 
interviews rather than focus groups or why it selects certain types of stakeholders but not 
others. Sometimes a brief justification for the choice of method is sufficient to help readers: 
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“We also recognised that a consensus view of the programme needed to be achieved for 
things to progress. To do this, we decided to hold a participatory workshop drawing on 
the principles of Leeuw’s (2003) strategic assessment approach.” (Siebert and Myles, 
2019: 471) 

It is interesting to note that there are few systematic differences for the reporting on confirm-
ability across different designs or categories. In other words, it does matter little if we looked 
at an article using stakeholder analysis or developmental evaluation, or both. When we look 
at the rationale for specific choices given it is also interesting to note that few articles go into 
details. Let us take the example of stakeholder analysis, to most frequent category identified 
above. While it is difficult to divide stakeholder analysis into different groups, clearly quali-
tative evaluators can have different types of stakeholders in mind. To give but two examples: 
In a participatory approach, stakeholders include all those affected by an intervention (target 
group), whereas an evaluator guided by the concept of veto players would focus only on stake-
holders who are powerful or institutionally relevant actors (see e.g. Jepsen and Eskerod, 2009; 
Reed et al., 2009). In practice, we found few such discussions in the articles, but they might 
be helpful to understand more systematically which type of stakeholder analysis was done. 

A final criterion is the simple reporting of limitations. Many articles – rather than reporting 
any explicit standards – deal with limitations explicitly and thereby reveal potential weak-
nesses or shortcoming in a transparent way. In this sense, this regular practice is universal and 
includes all types of evaluation methods. Figure 2 shows that 60% of all studies talk about 
their own (methodological) limitations. In the remaining cases, it might make sense not to 
mention the limitations, but it might again be a missed opportunity. 
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Figure 2. Frequencies of Standards Reported. 

 
Note: Own graph on basis of coding for 50 articles. 

3.3. Limitations of the study 

Our analysis of methods and reporting criteria thus leads to mixed results. On the one hand, 
we find great diversity of methods and great examples in dealing with the reporting criteria 
we have selected. On the other hand, evaluation practice tends to concentrate on a few 
approaches and methods and only partially reports the criteria. We also did not find huge 
differences in reporting standards across methods and designs. One reason for this could be 
that the authors publish the articles in scientific journals to highlight points of interest that 
arise from the evaluation, but which are only excerpts from the underlying evaluations and 
their findings. Often such information can be found in other documents, e.g. in the detailed 
evaluation reports, to which we did not have access. Although we did our best to track down 
such documents where they were mentioned, we cannot really verify this in our analysis.  

Other coding difficulties apply to our own analysis. We went through our codebook and our 
codings several times and yet we may have missed passages in individual articles. We are also 
aware that our categorizations can be challenged. For example, it can be debated whether 
theoretical tools such as a “Theory of Change” are part of the same group as “Stakeholder 
Analysis” or “Developmental Evaluation”. The sources we have chosen for categorizations, 
such as handbooks and textbooks, can be criticized. However, we hope to use intuitive 
categorizations that will stimulate discussion about research on evaluation methods.  
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In addition, Liao and Hitchcock (2018) also note the possibility that journal editorial practices 
could lead to limited descriptions of procedures in evaluations, especially given space 
constraints. Indeed, we find some, if limited variation for the five journals under inspection 
(results available on request). While our sample is too small to explore this hypothesis in more 
detail, we believe that differences in editorial policies could be an interesting area of further 
research. 

To repeat, our small sample selection does not claim to be representative. The population from 
which a random sample should be drawn is not evident given the large number of publication 
outlets. Therefore, we sought to cover a broad range of evaluation areas and to minimize our 
own bias. We plan to follow-up our analysis with a more thorough quantitative content 
analysis of a larger set of evaluations. This might also allow us to find more nuanced 
differences in reporting standards across methods and designs. Still, we think that our findings 
have some degree of transferability, both to the larger sample as well as other types of 
publications reporting evaluation results. 

Conclusion 

Our investigation is motivated by the question of how qualitative evaluations can strengthen 
the visibility and relevance of their results. A key measure is to follow reporting standards on 
evaluation design that allow consumers of the study to assess the quality of the results. The 
diversity of qualitative evaluation approaches and methods, which are rooted in different 
ontologies and epistemologies, naturally makes it difficult to establish uniform reporting 
standards. In addition, the relevance of the results also depends on which approaches and 
methods are primarily used in qualitative evaluations. 

To understand methodological and reporting practices in more detail, we coded and analyzed 
a sample of 50 qualitative evaluation studies. We find that despite considerable diversity in 
terms of approaches and methods – which is the strength of qualitative evaluations – only a 
few approaches and methods dominate in practice. We have also found that qualitative 
evaluators often combine different metatheoretical, methodological, and empirical approaches 
and succeed in making a holistic assessment of the evaluation problem.  

Our analysis of reporting practice reveals a mixed picture. We apply a minimal set of criteria 
covering the domains of reflexivity, confirmability, and transferability. We find many good 
examples of reporting these criteria, but many evaluation studies do not allow us to draw 
conclusions about their underlying quality standards. There is room for improvement in the 
documentation and reporting of qualitative contributions to evaluations, particularly in two 
respects. First, while it is not always easy to do so, some more explicit conceptualizations of 
key aspects of the methodology would help readers assess the material. As mentioned earlier, 
stakeholder analysis is a good example. For qualitative evaluation researchers, it is often 
intuitive who the key stakeholders are and how to involve them. For readers, this is not always 
the case. There are different variations of stakeholder analysis – from participatory approaches 
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to those that emphasize the role of powerful veto players – and the difference matters for 
evaluation results.  

Similarly, an explicit discussion of other recurring methodological tools would be helpful, 
such as the types of interviewing techniques or the types and applications of case study 
analysis. For example, why do evaluators use the term “case study”, with what notion of a 
“case”, and what might other, comparable cases be? We believe that a more detailed account 
of these conceptual issues would go a long way toward building bridges and synthesizing 
findings or knowing when not to synthesize them (Carroll et al., 2012).  

A second, similarly important area for improvement is in reporting of criteria. We believe that 
the particular nature of evaluation merits a much more explicit discussion of crucial aspects 
of the process. What is the role of evaluators in evaluation and intervention? To what extent 
do they reflect on their own position and their contribution (or perhaps destruction) of the 
intervention? Qualitative researchers are inherently attuned to these questions, so it would be 
a strength, not a weakness, to engage more deeply with these issues. We think this is also 
necessary from an ethical perspective, as evaluators are very close to the target population and 
their role in the evaluation process. The categories we used to analyze the articles are only 
one of several possibilities. This is one of the limitations that may affect the transferability of 
our results. However, we hope that we have made our own methodology sufficiently 
transparent to elicit justified criticism. With our analysis, we therefore aim to initiate a 
discussion about methods and reporting standards for qualitative evaluations, but not to 
provide definitive answers. 
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Appendix 1. Table Five Major Journals. 
  
Number Percentage 

American Journal of Evaluation 163 15 

Evaluation 140 13 

Evaluation Review 85 8 

Evaluation and Program Planning 552 52 

The Canadian Journal of Program Evaluation 130 12 

Total 1070 100 

 

Appendix 2. Full Codebook. 
 

Domain Standard Category Source 

 Evaluand type Program evaluation 

Project evaluation 

Research on evaluation 

Evaluation theory 

Meta evaluation 

 

 Sector Development  

Education 

Social & Labor 

Economic 

Health Care 

Organization/Administration 

Business 

Infrastructure 

NGO/Participation 

Crime 

Other 

 

Investigation design 

and method 

Evaluation purpose Exploration 

Causal 

Descriptive 

Interpretative 

CHESS 

(adapted) 



 Evaluation approach Stakeholder Analysis 

Community 

Realist Evaluation 

Contribution Analysis 

Participatory  

Developmental evaluation 

Process Tracing 

Quantitative evaluation  

Cost-Benefit-Analysis 

Theory of change 

Formal Theory 

Network Analysis 

Experiment 

CHESS 

(adapted) 

 Meta-theory Rationalist 

Constructivist 

Interpretative 

Other 

 

 Research design Case Study 

Longitudinal 

Cross-sectional 

PTCS 

Mixed methods 

Comparison 

Meta-analysis 

Other 

CHESS 

(adapted) 

 Data collection 

instruments 

Survey 

Interviews 

Focus groups 

Documents/archives 

Observation 

Other interactive/ 

participatory method 

CHESS 

(adapted) 

People Affiliation Academic 

Professional (independent) 

Business company 

CHESS 

(adapted) 



Government 

Mixed 

 Evaluators’ role Author, evaluator and 

policymaker identical 

Author is evaluator, but not 

involved in intervention 

Author is not evaluator nor 

policymaker 

CHESS 

(adapted) 

Quality criteria Reflexive stance Background of author is 

discussed 

Background is not discussed 

 

 Empirical and 

methodological limitations 

Discussed 

Not discussed 

CHESS  

 External validity/ 

generalizability 

Mentioned 

Not mentioned 

 

 Selection of observations Discussed 

Not discussed 

CHESS 

(adapted) 

 Choice of primary 

empirical source 

Explained 

Not explained 

 

 Data 

transparency/explicitness 

Shown 

Not shown 

 

 

 

Appendix 3. Table Inter-Coder Reliability. 
 

 Percent 

Agreement 

Krippendorff’s 

Alpha 

N Agreement vs. 

N Disagreement 

N Cases vs. N 

Decisions 

First Run 

(Deductive) 

52.2% 0.453 24 vs. 22 46 vs. 92 

Second Run 

(Deliberative) 

96.4% 0.95 1059 vs. 39 1098 vs. 2196 

 

 

 



Appendix 4. Table Co-Occurrence Table of Evaluation Categories for 1070 Articles. 
 
 Stakeholder Community Realist Participatory Developmental 

 0 1 0 1 0 1 0 1 0 1 

Stakeholder           

   0 937 0 771 166 906 31 900 37 911 26 

   1 0 133 96 37 126 7 114 19 129 4 

Community           

   0 771 96 867 0 834 33 831 36 844 23 

   1 166 37 0 203 198 5 183 20 196 7 

Realist           

   0 906 126 834 198 1.032 0 976 56 1.003 29 

   1 31 7 33 5 0 38 38 0 37 1 

Participatory           

   0 900 114 831 183 976 38 1.014 0 986 28 

   1 37 19 36 20 56 0 0 56 54 2 

Developmental           

   0 911 129 844 196 1.003 37 986 54 1.040 0 

   1 26 4 23 7 29 1 28 2 0 30 

 



 
 

Appendix 5. Table Research Designs. 
  

1st codes All codes  
Frequency Percent Frequency Percent 

Case study 33 67 34 57 
Longitudinal 2 4 4 7 
Comparison 5 10 3 10 
Mixed 
methods 

4 8 8 13 

Meta-
analysis 

4 8 5 8 

Other 1 2 1 3 
Total 49 100 60 100 

 

Appendix 6. Table Main Type. 
  

1st code All codes  
Frequency Percent Frequency Percent 

Program evaluation 29 60 29 47 
Project evaluation 11 23 12 19 
Research on 
evaluation 

4 8 16 26 

Meta-evaluation 4 8 5 8 
Total 48 100 62 100 

 

Appendix 7. Table Metatheory. 
  

1st codes All codes 
Metatheory Frequency Percent Frequency Percent 
Rationalist 41 82 44 73 
Constructivist 3 6 6 10 
Interpretative 4 8 8 13 
Other 2 4 2 3 
Total 50 100 60 100 

 

Appendix 8. Table Major Aim. 
  

1st codes All codes  
Frequency Percent Frequency Percent 

Exploration 19 38 22 28 
Causality 17 34 28 35 
Description 12 24 24 30 
Interpretation 2 4 5 6 
Total 50 100 79 100 

 

  



 

 

Appendix 9. Articles in the Small Sample. 

 

Adams AE, Nnawulezi NA and Vandenberg L (2015) “Expectations to Ehange” (E2C): A 

participatory method for facilitating stakeholder engagement with evaluation findings. 

American Journal of Evaluation 36(2): 243–255. 

Anderson LA and Slonim A (2017) Perspectives on the strategic uses of concept mapping to 

address public health challenges. Evaluation and Program Planning 60: 194–201. 

Bamanyaki PA and Holvoet N (2016) Integrating theory-based evaluation and process tracing 

in the evaluation of civil society gender budget initiatives. Evaluation 22(1): 72–90. 

Campbell R, Townsend SM, Shaw J, et al. (2015) Can a workbook work? Examining whether 

a practitioner evaluation toolkit can promote instrumental use. Evaluation and 

Program Planning 52: 107–117. 

Caron V, Bérubé A and Paquet A (2017) Implementation evaluation of early intensive 

behavioral intervention programs for children with autism spectrum disorders: A 

systematic review of studies in the last decade. Evaluation and Program Planning 62: 

1–8. 

Chen KH-J (2017) Contextual influence on evaluation capacity building in a rapidly changing 

environment under new governmental policies. Evaluation and Program Planning 65: 

1–11. 

Copestake J, Allan C, Bekkum WV, et al. (2018) Managing relationships in qualitative impact 
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